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Abstract

Charged kaon production by atmospheric neutrinos is a background in searches for

the proton decay p → K+ν̄. This channel is well motivated theoretically, and is

favored by Supersymmetric Grand Unified Theories. Measurements of neutrino-

induced K+ production are important inputs for current and future proton decay

searches at Super-K, Hyper-K and DUNE. The MINERvA neutrino-nucleus cross

section experiment at Fermilab uses timing information to reconstruct K+ decay-at-

rest events. Differential cross section measurements are presented for both charged-

and neutral-current neutrino interactions on plastic scintillator (CH). The cross

section in K+ kinetic energy, dσ/dTK , is observed to be relatively flat between

0 and 500 MeV for both charged- and neutral-current scattering. Its shape is in

good agreement with the prediction by the genie neutrino event generator when

final-state interactions are included. A measurement of the hadronic visible energy

in neutral-current K+ events is also presented, as proton decay backgrounds come

from events with very low visible energy. The spectrum is observed to be slightly

softer in data than in genie. A search for charged-current coherent K+ production,

νµA→ µ−K+A, is also presented. This rare process brings a K+ on shell and leaves

the target nucleus in its ground state. We find the first experimental evidence for

the process at 3σ significance.
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Chapter 1

Why you should care if neutrinos

produce kaons

We believe we have an understanding that all matter, the air we breathe, the coffee

we drink, the monitor or piece of paper this is printed on, is composed of a set of

elementary particles whose interactions we have studied and can describe. The goal

of theoretical particle physics is to come up with models – basically sets of equations

– that describe the behavior of those particles, and match up with what we observe

in laboratory experiments and in the cosmos. The ultimate goal in this field would

be to come up with a single theory – a single equation – that describes the whole

universe. This “Theory of Everything” would have to have it all. It would have to

explain the behavior of all the particles that we know about today. It would have

to explain why some particles interact very strongly, and why others barely interact

at all. It would have to explain the mysterious dark matter that astronomers see

clustered around galaxies.

One type of theory, called a “Supersymmetric Grand Unified Theory” or SUSY
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GUT, has many of these pieces. For over 40 years, theoretical physicists have been

working on this kind of model. So far, experiments have not confirmed that a SUSY

GUT is reality, but they haven’t ruled it out either. The way to test these theories

is to search for an otherwise forbidden process that they predict must occur, such

as proton decay. Protons and their cousins, neutrons, form the nuclei of atoms,

and are responsible for almost all of the mass that we can see in the universe.

Neutron decay is common because the neutron is heavier than the proton, and

can decay into a proton, an electron, and a neutrino. The proton doesn’t have a

lighter cousin, so if it were to decay it would have to be into a totally different kind

of particle. Experiments have established that the proton lifetime is at least 1033

years, much longer than the age of the universe. SUSY GUTs say that a proton

should preferentially decay into a positively-charged kaon and a neutrino.

Kaons are short-lived exotic particles, with a mass about half that of the proton.

Protons and neutrons are each made up of three of the basic building blocks of the

universe, called up and down quarks. Kaons are made of two quarks, and one of

them is a different type, called a strange quark. A positively-charged kaon will decay

in 12 nanoseconds. If you take a photograph of your feet, the light from the camera

flash takes about that long to travel to the ground, reflect off your shoes, and travel

back.

Neutrinos have masses at least 500 million times smaller than a proton, and

possibly as much as 200 billion times smaller. They have no electric charge, and

interact extremely weakly. On Earth, about 65 billion neutrinos from the sun pass

through an area about the size of a penny every second. If you wanted to stop those

neutrinos, you would need about a light-year of solid lead.

Observing a decay as rare as that of the proton is difficult. If you only had
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one proton, you would have to watch it for 1033 years or more. The alternative

employed by experiments is to watch 1034 protons. The current best experiment,

called Super-Kamiokande in Japan, uses a tank with about 50 million kilograms of

water. If one of the roughly 1034 protons in the tank were to decay in this way, a

kaon and neutrino would suddenly appear in the middle of the tank. The neutrino

would fly right out of the detector without interacting, and pass through the Earth

and into space, never to be heard from again. The kaon would travel through the

water, gradually losing energy until it comes to rest, and, roughly 12 nanoseconds

later, decays. The kaon travels too slowly to be detected by Super-Kamiokande, but

the products of its decay can be seen. It is as if the kaon escapes the scene, but

leaves footprints. So all Super-Kamiokande has to do is wait, and see if they see the

right footprints.

Unfortunately, proton decay is not the only way for those footprints to get into

the detector. Particles whizzing around in space can bump into the Earth’s at-

mosphere. These collisions produce spews of unstable particles, which decay into

“atmospheric” neutrinos. Even though Super-Kamiokande is one kilometer under-

ground, atmospheric neutrinos can go through the Earth and into the detector.

Most of them, of course, will go right through the detector. But there are so many

atmospheric neutrinos that occasionally one will hit an oxygen nucleus inside the

water tank. When this happens, it is possible that a positively-charged kaon will be

produced. If an atmospheric neutrino makes a positive kaon, and none of the other

particles produced travel fast enough to be detected by Super-Kamiokande, then it

looks exactly the same as what is expected from a proton decay. Kaon production

by neutrinos is a “background” for proton decay.

The probability for a neutrino interaction to produce a kaon is small, but even-
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tually such an event will occur, and it will look as if a proton has decayed. In order

to control for this, we need to know how many atmospheric neutrinos pass through

the detector, and how likely it is for one of them to scatter and make a kaon and

nothing else. We already have pretty good measurements of the flux of atmospheric

neutrinos, but it is much harder to measure the probability for a neutrino to produce

a kaon, the “cross section” for kaon production. Right now, the estimate for how

many events that look like proton decay but are really from neutrinos comes from a

theoretical model. It is important to make sure that this model is correct by making

a measurement of kaon production.

The MINERvA detector at Fermilab is made of solid plastic. When charged

particles, including kaons, pass through MINERvA, they leave a trail of energy de-

posits. Based on the energy and time of these deposits, MINERvA is able to identify

a charged kaon propagating in the detector, eventually stopping, and decaying at

rest. MINERvA gets its neutrinos from the most intense neutrino beam in the

world, and sees about one million times more kaons produced per year than what

you would get from atmospheric neutrinos.

These results are the first high-statistics measurements of kaon production by

neutrinos, with a factor of 50 more events than what previous experiments had

observed. With the large sample of neutrino interactions, MINERvA has measured

cross sections for different ways in which a neutrino can produce a kaon. Those

cross section measurements are compared to predictions from theory, and found to

agree surprisingly well. This is excellent news for proton decay experiments, which

now have a benchmark for their background prediction.

As a by-product of these studies, we realized we could also search for an even

rarer form of kaon production, where the neutrino scatters “coherently” off a carbon
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nucleus and the nucleus remains intact instead of breaking apart. In our search,

there are six events that look like coherent scattering, and the probability that it is

just a statistical fluctuation of kaons that are produced by other processes is 0.3%.

This type of neutrino interaction is predicted to occur, but prior to MINERvA

no experiment had ever detected it. The observation of coherent kaon production

validates our theoretical understanding of the coherent reaction.
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Chapter 2

Introduction

The Standard Model of particle physics is a successful description of 17 known fun-

damental particles and their interactions. It explains the electromagnetic interaction

that gives rise to electricity and magnetism. It explains the strong nuclear force that

binds atomic nuclei together and overpowers the electrostatic repulsion of positively-

charged protons. It explains the weak interaction observed in radioactive decays.

Within the framework of the Standard Model, many predictions can be made and

tested, in some cases with remarkable precision. For example, the prediction for the

mass of the Z boson is 91.1874 ± 0.0021 GeV, and the current global best fit to

experimental measurements is 91.1876± 0.0021 GeV [5].

However, we know the Standard Model is incomplete, and there is good reason to

suspect that there is some greater theory that encompasses it. There are experimen-

tal observables that cannot be explained by the Standard Model, including gravity

and dark matter. We know that roughly a quarter of the mass in the universe is

due to something other than those 17 particles.

There are (at least) 26 parameters not predicted by theory in the Standard
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Model, which must be determined experimentally in order to make predictions.

Among those free parameters are particle masses, which inexplicably differ by 12

orders of magnitude. There are also free parameters that control the strength of

the three interactions, which differ by about 6 orders of magnitude, also without

explanation. (At least) 7 of those 26 parameters were added to account for massive

neutrinos, which were not part of the original theory. In the original Standard

Model, neutrinos were massless, and therefore could not oscillate from one flavor to

another.

One class of proposed extensions to the Standard Model is called Grand Uni-

fication Theories (GUTs) [6, 7, 8, 9, 10]. The premise is that there exists some

very large energy scale at which the “coupling constants” (and thus the strength) of

the strong, electromagnetic, and weak interactions are equal. This larger symmetry

breaks down at lower energies into the three distinct forces we observe. If Grand

Unification were reality, it could explain the large difference in the strength of the

forces, and perhaps also explain the smallness of the neutrino masses. New particles

would have masses far too large to be created by accelerators, but Grand Unified

Theories do have one important observable consequence: proton decay.

Another popular extension is Supersymmetry (SUSY), where each particle in the

Standard Model is paired to a “superpartner.” This could help explain the puzzling

“hierarchy” of masses, and the lightest superpartner is an excellent candidate for

dark matter. It is popular [11, 12, 13, 14, 15, 16, 17, 18] to combine the two

extensions into a SUSY GUT, a Supersymmetric Grand Unified Theory. Such a

theory has nearly everything: a dark matter candidate, and explanation for the

hierarchy, unification of the three distinct forces, and an explanation for neutrino

masses.
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The simplest GUTs (without SUSY) typically predict proton decay to a neutral

pion and a positron, p → e+π0, with a lifetime of order 1030 − 1031 years. The

lifetime of this process is much longer (by about a factor of 104) in SUSY GUTs, but

a faster process is allowed where a proton decays to a charged kaon and antineutrino,

p→ K+ν, with typical lifetime predictions of order 1034−1035 years. Because of the

compelling power of these theories to explain so many observables, experimentalists

have been searching for proton decay since the early 1980s. To observe such a decay,

one must either watch one proton for ∼ 1030 years, or 1030 protons for one year.

There are about 1030 protons in 3,000 liters of water, or three tons of steel.

It began with simple experiments like Soudan I, a 30 ton iron tracking calorime-

ter in an abandoned iron mine, and KaimiokaNDE (the Kamioka Nucleon Decay

Experiment), a 3,000 ton tank of water in a zinc mine. Charged particles traveling

faster than the speed of light in water emit Cherenkov light [19], which is detected

by light sensors lining the tank. When these experiments failed to observe proton

decay, the next generations of detectors kept getting bigger and bigger. The cur-

rent leader is Super-Kamiokande [20], a 50,000 ton water Cherenkov detector in the

same zinc mine where KamiokaNDE once took data. It has ruled out p → e+π0

with a lifetime shorter than 1.7× 1034 years [21], invalidating many GUTs. Because

of the larger kaon mass and the invisibility of the neutrino to experiments, it is

harder to search for p → K+ν in a water Cherenkov detector. The current limit is

5.9 × 1033 years [22]. Furthermore, models that include SUSY predict longer life-

times, many of which are still consistent with null experimental results. This has

led to continued interest in p → K+ν, and SUSY GUT models. In order to reach

the 1034 year range, yet another increase in detector size is required. The proposed

Hyper-Kamiokande [23] will have a total mass between 300,000 and 1 million tons
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of water.

In a few years of running, Hyper-K will have an exposure of a few megaton-years,

roughly the equivalent of watching 1036 protons for one year. If one of these protons,

bound in an oxygen-16 nucleus, decays into a K+ and ν̄, the residual excited-state

nitrogen-15 nucleus promptly decays into its ground state, emitting a 6 MeV photon

in the process. The ν̄ exits undetected. The K+ is also not observed because its

momentum is only ∼ 339 MeV/c, and its velocity is slower than the speed of light

in water. When that K+ stops, about 2/3 of the time it decays into a µ+ and a

neutrino, each with a momentum of 236 MeV/c, with a lifetime of 12 ns. For a µ+,

that momentum is above Chrenkov threshold, and detectable light is emitted. The

µ+ then decays ∼ 2 µs later into an electron and two unobserved neutrinos. The

signal process is a 6 MeV photon, followed ∼ 10 ns later by a µ+ with precisely 236

MeV/c of momentum, followed ∼ 2 µs later by an electron.

The Hyper-K detector is shielded from cosmic rays by a kilometer of rock. Neu-

trinos produced in the atmosphere, however, will still reach the detector. Neutrinos

have no electric charge and therefore do not produce Cherenkov light themselves,

but the products of their interactions can mimic the signal of a proton decay. In

particular, neutral-current interactions, where there is a neutrino in the final state,

can produce K+ with no other particles above threshold (as opposed to charged-

current interactions, where the neutrino becomes a muon or electron, which can be

detected). For example, a process like ν(16O)→ ν(15N)K+Λ is often indistinguish-

able from p → K+ν. The Λ baryon is an unstable particle that decays in ∼ 0.3

ns to either pπ− or nπ0. When it decays Λ → nπ0, the π0 decays in about 1 fs

to two photons which are easily detected by Hyper-K. The decay to pπ− however,

is undetectable when π− momentum is below 200 MeV/c. In that case, there is
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Figure 2.1: A cartoon of a proton decay to a K+ and neutrino in a large detector
(left), and a potential irreducible background event from an atmospheric neutrino
(right). Neutral particles are drawn with dashed lines, and the background event
is identical to the proton decay if the proton and pion from lambda decay do not
produce Cherenkov light.

no additional particle to make it obvious that the K+ came from an atmospheric

neutrino rather than a proton decay. You have the same nitrogen-15 nucleus and

K+ that you are looking for. An example proton decay and neutrino-induced event

are shown in Figure 2.1.

So far, in the smaller Super-K, the total published exposure has been 260 kiloton-

years, and no proton decay-like events have been observed [22]. The current best

prediction for the expected number of neutrino-induced background events is 0.25.

That number is determined by taking a prediction for the flux of atmospheric neu-

trinos and antineutrinos [24], and a theoretical model of the neutrino K+ production

cross section [25], the probability for a neutrino to interact with oxygen and make a

K+. If the cross section model is wrong, the expected number of background events

could be much smaller, or much larger than 0.25.

For a Hyper-K exposure of several megaton-years, that background prediction

rises to a few events. If 10 are observed, have you discovered proton decay? What
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is the uncertainty on that prediction of a few events? If the actual number expected

is 3, then the probability of observing 10 or more is 1 in 1,000. However, if the cross

section model is wrong by a factor of 2 and the number expected is 6, then there

is an 8% chance of observing 10 or more. This difference is very important for the

next generation of proton decay searches.

A search for p → K+ν will also be performed at DUNE [26], a liquid argon

time projection chamber (LAr TPC) scheduled to start taking data in 2025. Unlike

in a water Cherenkov detector, a LAr TPC can detect the K+ from proton decay

and measure its momentum. It can also detect other low-energy hadrons that are

produced in neutrino reactions that would be absent from p → K+ν, such as the

products of Λ → pπ− decay. DUNE is expected to have similar sensitivity to

p → K+ν as Hyper-K despite a much smaller mass of 40 kilotons. This sensitivity

is achieved by a very high efficiency to identify a p→ K+ν event, and an extremely

low background rate from atmospheric neutrinos.

In DUNE, the K+ momentum can be measured, and compared to the expected

momentum for p→ K+ν. For a free proton at rest, it is a simple two-body decay and

the K+ momentum is always 105 MeV/c. For a proton bound in argon, however, the

momentum spectrum is smeared by Fermi motion, the momentum distribution of

protons inside the nucleus. This means that the K+ momentum could be anywhere

from a few 10s to a few 100s of MeV/c. The spectrum is further distorted by

“final-state interactions” (FSI). In bound proton decay, the K+ is born inside the

nucleus, and can undergo interactions with other nucleons on its way out. This would

reduce the K+ momentum observed in the detector, and could result in nucleons

being ejected from the nucleus. This is illustrated in Figure 2.2. Modeling FSI is

important for both signal and background predictions for p→ K+ν in DUNE.
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Figure 2.2: For a bound proton decay, the K+ is born inside the nucleus, with
momentum smeared by the motion of the initial proton (left). On its way out of the
nucleus, it can interact with other nucleons (right).

MINERvA is a fine-grained detector that records the energy deposited by all

charged particles as they move through the solid hydrocarbon plastic scintillator.

MINERvA also measures the time of these deposits with a resolution of 3 ns, mak-

ing it possible to identify the products of a K+ decay-at-rest based on timing. This

reconstruction is used to select samples of both charged-current and neutral-current

neutrino-induced K+ events. With these samples, the rate of neutral-current K+

production is measured as a function of the K+ energy, and as a function of the total

detected energy of other particles. The charged-current sample is used to measure

the K+ energy spectrum, which is sensitive to the same kaon-nucleus final-state

interactions that would affect K+ from proton decays. Together with a measure-

ment of the atmospheric neutrino flux, these neutrino cross section measurements

constrain background predictions in searches for p→ K+ν, and constrain models of

FSI that affect the K+ spectrum.

In this chapter, the Standard Model is discussed in greater detail in Section 2.1,

and the role of neutrinos is discussed in Section 2.2. Section 2.3 describes the short-
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comings of the standard model and their potential solutions, namely Supersymmetry

and Grand Unification. Proton decay models are introduced in Section 2.4. Neu-

trino interactions are discussed in Section 2.5, with special attention to processes

which mimic the experimental signature of the proton decay p → K+ν. Previ-

ous measurements of K+ production by neutrinos are described in Section 2.6, and

MINERvA’s role is introduced in Section 2.7.

2.1 The Standard Model

The particles of the Standard Model (SM) are divided into two categories, fermions

and bosons, based on their intrinsic spin. The fundamental bosons, which have

integer spin, are also called “gauge bosons” or “force carriers” because they are

responsible for mediating the strong (gluon), weak (W± and Z), and electromagnetic

(photon) interactions.

The fermions, which have half-integer spin, are further subdivided based on the

strength of their interactions by the three SM forces. Quarks are fermions which

couple to gluons, and therefore feel the strong force. They are split into “up-type”

quarks (up, charm, top), which have electric charge 2/3, and “down-type” quarks

(down, strange, bottom), which have charge −1/3. Leptons are fermions which do

not interact via the strong force. They are further divided into the charged leptons

(electron, muon, tau), which have charge −1, and the neutral neutrinos. In addition

to these divisions based on interactions, SM fermions are also divided into three

“families.” Mass is the only difference between fermions in the first, second, and

third family of their respective type. The particles of the SM are shown in Figure 2.3.

Each particle has a corresponding antiparticle with opposite charge.
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Figure 2.3: The 17 particles of the standard model subdivided into categories:
bosons, fermions (quarks, leptons).

The quarks are not observed individually, a phenomenon discussed further in

Section 2.1.2. Quarks are commonly observed in quark-antiquark bound states called

“mesons,” and three-quark bound states called “baryons.” There is experimental

evidence for the existence of four-quark states [27, 28], and possibly even five-quark

states [29]. However, these exotic states are rare, difficult to produce, and short-

lived, and are not relevant for neutrino scattering. Important particles for this thesis

are given in Table 2.1 with masses, lifetimes, and decay modes.
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Particle Quark composition Mass (MeV/c2) Lifetime (ns) Decay modes (%)
µ− 105.7 2197.0 e−ν̄eνµ (100)
π+ ud̄ 139.6 26.0 µ+νµ (99.99)

π0 uū−dd̄√
2

135.0 10−7 γγ (98.8)

K+ us̄ 493.7 12.4

ν̄µ µ
+ (64)

π+ π0 (21)
π+ π+ π− (6)
e+νeπ

0 (5)

K0
S ≈ ds̄−sd̄√

2
497.6 0.1

π0 π0 (31)
π+ π− (69)

K0
L ≈ ds̄+sd̄√

2
497.6 51.2

π±e∓νe (41)
π±e∓νe (27)
π0π0π0 (20)
π+π−π0 (12)

Λ uds 1115.7 0.3
pπ− (64)
nπ0 (34)

Σ+ uus 1189.4 0.1
pπ0 (52)
nπ+ (48)

Σ− dds 1197.4 0.1 nπ− (100)

Table 2.1: Masses, lifetimes, and decay modes for particles important to this thesis.
Neutral kaons interact in states with definite strangeness (ds̄ or d̄s, but propagate
and decay in the states shown in the table.

2.1.1 The weak interaction

The weak interaction is mediated by the exchange of massive gauge bosons, the

W and Z. Unlike other force carriers, the W boson is charged, and gives rise to

“charged-current” (CC) weak interactions. The W connects up-type and down-type

quarks, which differ in charge by one unit. Neutrinos also interact with the W ,

turning the neutrino into its charged lepton partner or vice versa. Figure 2.4 shows

two Feynman diagrams of weak interactions. The first is simple beta decay, n →

e−ν̄ep, a neutron decaying to a proton, and electron, and an electron antineutrino.

The second is a simple neutrino scatter, in which a muon neutrino interacts with

a down quark to produce an up quark and µ−. When two “spectator” quarks are
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Figure 2.4: Feynman diagrams of a beta decay (left), and a muon neutrino quasi-
elastic interaction (right).

added, this process is νµn→ µ−p, called charged-current quasi-elastic scattering.

The vertices in both of the diagrams in Figure 2.4 are essentially d + W+ → u

and `+W+ → ν−` , where ` = e, µ. A W+ turns a down-type quark into an up-type

quark, or a (negatively) charged lepton into a neutrino. The eigenstates of the weak

interaction are “doublets” of Standard Model particles:

u
d

 ,

c
s

 ,

t
b

 ,

 e

νe

 ,

 µ

νµ

 ,

 τ

ντ

 . (2.1)

There is mixing between the quark mass eigenstates (which propagate through

space) and the quark weak eigenstates (which interact via the weak force). This

mixing is given by the Cabibbo-Kobayashi-Masakawa (CKM) matrix [30], named

for Nicola Cabibbo, Makoto Kobayashi, and Toshihide Masakawa. The relationship

between the mass states (d′, s′, b′) and the weak states (d, s, b) is:
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d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



d

s

b

 , (2.2)

where |Vij|2 is proportional to the probability for a quark of flavor i to decay into

a quark of flavor j. Mixing to and from the third family is very small (|Vtb| =

0.999146 [5]), so it is convenient to express the mixing as a 2× 2 matrix, which can

then be parameterized in terms of the Cabibbo angle θC as

UCKM =

 cos θC sin θC

− sin θC cos θC

 . (2.3)

The amplitude of “Cabibbo-favored” transitions such as d + W+ → u or ū +

W+ → d̄ has a factor of cos θC , while the amplitude for “Cabibbo-suppressed”

transitions such as d + W+ → c or ū + W+ → s̄ picks up a factor of sin θC . The

Cabbibbo angle θC is measured experimentally to be 13.02◦ [5]. The magnitude of

the suppression is tan2 θC = 0.0535. This means that Cabibbo-favored processes are

about a factor of 20 more likely to occur than their Cabibbo-suppressed counterparts.

Weak “neutral-current” (NC) reactions also occur, and proceed via Z boson ex-

change. The weak neutral current was discovered by observing neutrino interactions

νµN → νµX and νµe
− → νµe

− at the Gargamelle bubble chamber [31]. Charged par-

ticles can also undergo weak NC interactions, but the same processes can occur via

the electromagnetic interaction, so at low energies (much smaller than the Z mass)

the weak contribution is small. However, weak NC processes are very important in

neutrino-nucleus scattering.

Weak neutral current reactions do not change the quark flavor, as flavor-changing
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neutral currents are suppressed by the Glashow-Iliopoulos-Maiani (GIM) mecha-

nism [32]. A famous example of this mechanism is shown in Figure 2.5. Without

additional quark families and mixing, the neutral kaon decay K0
L → µ+µ− should

occur at a much higher rate than was observed in experiments. Prior to the discov-

ery of the charm quark, GIM proposed its existence in order to explain the observed

low rate. In the diagram with a u quark, the amplitude picks up a factor of sin θC at

the vertex labeled 1, and cos θC at 2. In the diagram with a c quark, the factors are

cos θC and − sin θC at vertices 1 and 2, respectively. The result is that the two am-

plitudes nearly cancel. The cancellation would be perfect except for the difference

in the masses of the u and c quarks.

The weak interaction is the only one to violate strangeness. In strong interac-

tions, the net number of strange quarks S = Ns̄ − Ns is conserved. The K+ is the

lightest strange particle, and therefore can only decay weakly.

2.1.2 The strong interaction and QCD

The strong interaction is described by the theory of quantum chromodynamics

(QCD). Quarks and gluons have a quantum number called “color charge,” the QCD

analog of electric charge in the electromagnetic interaction. There are three “col-

ors,” typically called red, green, and blue although color in this sense has nothing

at all to do with reflecting light of some wavelength and the “colors” could just

as easily be called strong charges one, two, and three. Unlike the electromagnetic

interaction, in which the mediating photon is electrically neutral, gluons themselves

have color charge. This leads to the phenomenon of color confinement, which means

that single quarks or gluons cannot be isolated – the particles that we observe in

nature are color-neutral.
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Figure 2.5: The “box diagram” for the decay K0
L → µ+µ− in the Standard Model.

Two diagrams contribute, with either a u or c quark as indicated. The amplitudes
cancel, except for a small difference due to the masses of the u and c quarks, sup-
pressing the process.

There are two common and well established types of color-neutral particles com-

posed of quarks (called “hadrons”). Mesons are made of one quark and one anti-

quark, while baryons are made of three quarks. For a meson to have no color, the

color of the antiquark must cancel out the color of the quark. For example, a red

up and an anti-red down can combine to form a colorless π+. For a baryon to have

no color, it must have one quark of each color. For example, a proton is made of

two up quarks and a down, and must have one red, one blue, and one green quark.

When a single quark is liberated from a hadron at high energies, say by a neu-

trino striking a down quark within a neutron, a virtual gluon field binds this quark
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to its partners. Unlike the electromagnetic force, which weakens with distance, the

strength of this field does not deteriorate. The struck quark and the two spectators

want badly to be part of colorless objects, so a qq̄ pair is “pulled from the vacuum”

when a radiated gluon pair produces. The new quark can combine with the specta-

tors to form a colorless baryon, while the new antiquark can combine with the struck

quark to form a meson. In Figure 2.6, this is shown with a dd̄ pair forming a π+ and

neutron. This process is called hadronization. At very high energies, such as those

of particle colliders like the LHC, a quark will hadronize into many nearly collinear

mesons which are observed in a detector as “jets.” In neutrino scattering at a few

GeV, we may see one or more pions in the detector as a result of this hadronization.

Another interesting feature of QCD is asymptotic freedom, which makes the

quark-gluon interaction strength asymptotically weak at high energies and short

distances. As the coupling constant αs is small, higher-order terms in αs can be

neglected, making it possible to calculate QCD processes using perturbation theory.

The high energy regime where perturbation theory works well is of great interest in

collider physics. At the LHC, for example, QCD is used to calculate backgrounds

in searches for the Higgs boson and other phenomena beyond the standard model

(see Section 2.3). These backgrounds arise from qq, qg, and gg interactions at high

energies that proceed via known SM processes. When the energy is sufficiently high,

these processes can be calculated to first or second order in αs and such calculations

give good agreement with data.

At lower energies, however, perturbative QCD breaks down. There are no ana-

lytic solutions to QCD at low energy. Lattice QCD, where quark fields are calculated

on a lattice of points rather than a continuum, can be a good approximation if the

lattice is sufficiently fine. However, a fine lattice is computationally expensive. In-
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Figure 2.6: A neutrino interacts with a quark inside a neutron. The struck quark
radiates a gluon, which produces a quark-antiquark pair. These new quarks combine
to form colorless hadrons.

stead, it is necessary to use effective theories, which describe some specific regime

of phase space adequately, or to use parameterizations of data.

One type of effective theory that is important in neutrino physics is the nucleon

form factor. At low energies where αs is large, the interaction of a photon, W , or

Z boson with a nucleon is very complicated. Inside the nucleon, quarks can radiate

gluons, which can fluctuate to quark-antiquark pairs called the quark sea. This is

similar to the hadronization shown in Figure 2.6, but occurs inside the nucleon.

Calculating all of the possible interactions with quarks, including sea quarks, and

gluons, is impossible. Instead, a simple expression is used, and parameters are
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extracted from data. This makes it possible to represent the data without modeling

all of the details of the messy interaction.

2.2 Neutrinos in the Standard Model

The original SM contained only massless neutrinos. The neutrinos fit nicely into this

model, with each of the three charged leptons combining with a neutrino to form

a doublet as in Equation 2.1. Neutrinos interact via the W boson only with their

partner; a ν` (ν̄`) charged-current interaction will always yield a charged lepton `−

(`+), and there is no mixing.

The observation of neutrino oscillations by Super-Kamiokande [33] and later the

Sudbury Neutrino Observatory (SNO) [34, 35] proved this to be incomplete. The

neutrino “flavor” states of Equation 2.1 do not have definite mass, and therefore do

not have definite momentum at fixed energy. They are not eigenstates of the time

evolution operator, and thus cannot propagate. Instead, neutrinos interact in states

of distinct flavor, |να〉 for α = e, µ, τ but propagate in states of distinct mass |νi〉

for i = 1, 2, 3. They are related by a mixing matrix, U , similar to the CKM matrix,

called the Pontecorvo-Maki-Nakagawa-Sakata matrix:

|να〉 =
3∑
i=1

Uαi|νi〉. (2.4)

The time evolution is given by

|να(t)〉 =
3∑
i=1

Uαie
−iEit|νi〉, (2.5)

where Ei is the total energy of the neutrino. At time t = 0 Equation 2.5 trivially
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collapses into Equation 2.4. The amplitude to observe the neutrino at a later time

in a flavor eigenstate |νβ〉, where β may be but is not necessarily α, is

〈νβ|να(t)〉 = 〈νβ|
3∑
i=1

Uαie
−iEit|νi〉

=

(
3∑
j=1

U∗βj〈νj|

)(
3∑
i=1

Uαie
−iEit|νi〉

)

=
3∑
i=1

UαiU
∗
βje
−iEit

(2.6)

where the last equality uses 〈νj|νi〉 = δij. In an approximation where there are only

two neutrinos, the mixing matrix U can be expressed in terms of a mixing angle θ,

which is essentially a rotation between the mass and flavor bases:

U =

 cos θ sin θ

− sin θ cos θ

 . (2.7)

Note the similarity to the two-flavor quark mixing parameterization of Equation 2.3.

Equation 2.6 simplifies to

〈νβ|να(t)〉 = 〈νβ(| cos θe−iE1t|ν1〉+ sin θe−iE2t|ν2〉)

= (− sin θ〈ν1|+ cos θ〈ν2|)
(
| cos θe−iE1t|ν1〉+ sin θe−iE2t|ν2〉

)
= − sin θ cos θe−iE1t + sin θ cos θe−E2t,

(2.8)

and the oscillation probability obtained by squaring the amplitude is
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P (να → νβ) = sin2 θ cos2 θ(2− 2 cos(E2 − E1)t)

= sin2 2θ sin2 (E2 − E1)t

2
.

(2.9)

For ultra-relativistic neutrinos, E � m and t ∼ L, the distance traveled by the

neutrinos. The three-momentum p is equal for all mass components of the να state,

and the energy Ei can be Taylor expanded as (in natural units with } = c = 1)

Ei =
√
p2 +m2

i

= p+
m2

2p
.

(2.10)

For very light neutrinos p ∼ E and the oscillation probability in Equation 2.9

becomes

P (να → νβ) = sin2 2θ sin2 ∆m2L

4E
, (2.11)

where ∆m2 = m2
2 −m2

1, the difference of the squared masses of the two neutrinos.

In Equation 2.11, the argument ∆m2L
4E

is expressed in natural units. It is equal

to 1.27∆m2L
E

when ∆m2 is expressed in eV2, and the ratio L/E is expressed in

km/GeV or, equivalently, m/MeV. Two important consequences can be observed

from Equation 2.11. First, neutrino oscillation implies that neutrinos are massive.

If ∆m2 were identically zero, then the neutrinos would not oscillate, and for there to

be a nonzero difference in the neutrino masses at least one of the states must have

nonzero absolute mass. Second, the probability for a neutrino initially in one flavor

state to be observed in another flavor state oscillates as a function of L/E, the ratio
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Figure 2.7: The neutrino mass splittings are shown for the normal ordering (left) and
the inverted ordering (right), with the color composition of each bar corresponding
to the flavor composition of each mass eigenstate. Taken from Ref. [36]

of the distance traveled to the energy of the neutrinos.

In the full three-flavor picture, there are two independent mass splittings. The

smaller one, ∆m2
12 = (7.54+0.26

−0.22)× 10−5 eV2 [5], is often called the “solar” splitting

because it is primarily responsible for the oscillations of ∼ 1 MeV neutrinos from

the sun. The larger splitting is relevant for the oscillation of ∼ 1 GeV atmospheric

neutrinos. It is known from matter effects that ν2 is heavier than ν1, but vacuum

oscillations are sensitive only to sin2 of the squared mass splitting, so the sign of

∆m2
31 is not known. Its absolute value is experimentally 2.4 × 10−3 eV2 [5]. The

magnitudes of the oscillations are parameterized in terms of three independent mix-

ing angles, called θ12, θ23 and θ13. A diagram of the mass splittings showing the

flavor content of each of the mass eigenstates is shown in Figure 2.7.
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2.3 Beyond the Standard Model

2.3.1 Grand Unification

The Standard Model lacks an explanation for why the strengths of the strong, weak,

and electromagnetic forces are so different. Equivalently, it fails to explain why the

coupling of fermions to gluons, W and Z bosons, and photons is so different. Grand

Unification Theories (GUTs) provide such an explanation. While there are many

such models [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18], they all propose a scale

at which a larger symmetry unifies the three forces with a single coupling constant.

This scale is called the “GUT scale” and is typically 1015 − 1016 GeV. At energies

much below the GUT scale, the larger symmetry breaks down into the three forces

we observe. GUT models predict new bosons, with masses at the GUT scale. While

these bosons are far too heavy to be produced in particle colliders, they may have

played a role in the early universe.

Coupling constants are not really constants. Instead, the strength of the in-

teractions described by these “constants” changes very slowly with energy. The

electromagnetic interaction grows stronger with energy due to charge screening.

The vacuum can fluctuate to a virtual e+e− pair, borrowing energy for the parti-

cle masses for a very short time governed by the time-energy relation, ∆E∆t ∼ ~.

The vacuum can fluctuate to pairs of other particles, but the allowed time of the

fluctuation is inversely proportional to the particle mass, so e+e− pairs dominate.

A charged particle, for example an electron, will polarize the vacuum, attracting

the opposite-charge virtual particles. These virtual particle pairs act like dipoles

in the electric field of the charged particle. As a result, the observed charge of the

electron varies as a function of distance. For a low-energy, long-wavelength probe,
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Figure 2.8: Vacuum fluctuations to e+e− pairs act like dipoles, alining with field
lines of a charged particle and screening the charge.

the electromagnetic interaction is weaker because some of the electron’s charge is

screened by the polarized vacuum. As the energy of the probe increases, the wave-

length decreases, and the interaction strengthens. Figure 2.8 is an illustration of

dipole-like e+e− pairs alining with the field lines of an electron, demonstrating the

charge screening effect.

The color charge of quark-antiquark vacuum fluctuations gives rise to a simi-

lar screening effect for the strong coupling. However, there is a larger effect with

the opposite sign due to the fact that the force carrying gluons have color charge

themselves. This gives rise to the asymptotic freedom discussed in Section 2.1.2 and

is also responsible for the strong coupling decreasing at high energies. The “beta
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function” that describes how the strength of the strong interaction changes with

energy is the slope as a function of the logarithm of the energy scale, and for QCD

in an arbitrary number of dimensions and with any number of quark flavors is given

by

β(αs) =
α2
s

π

(
−11N

6
− nf

3

)
, (2.12)

where N is the number of dimensions, and nf is the number of quark flavors. For

three dimensions and six quark flavors, the slope is negative [37, 38].

Quarks and leptons are also unified at the GUT scale in this type of model. New

bosons are introduced, typically called X and Y , with masses at the GUT scale. The

bosons are fractionally charged. The X has a charge of 4/3 and decays by X → uu

and X → e+d̄. The Y has a charge of 1/3 and decays by Y → e+ū, Y → du, and

Y → d̄ν̄e. In these decays, the quark and lepton families are interchangeable, so u,

d, e, and νe could be instead the second or third family.

Interactions mediated by the X and Y bosons do not conserve baryon or lepton

number, but conserve the difference B − L. Since baryon number is not conserved,

the proton becomes unstable. Thankfully, the proton lifetime is proportional to the

fourth power of the GUT scale, τ ∝ M4
GUT . Since MGUT is of order 1015 GeV, the

proton lifetime is many orders of magnitude longer than the age of the universe.

The other consequence of the large GUT scale is that the X and Y bosons are far

beyond the reach of colliders like the LHC, or even hypothetical future colliders.

Proton decay is the most straightforward testable prediction. Its observation would

be very strong evidence for Grand Unification. The specific decay mode and lifetime

can be used to discriminate between the many possible GUT models.
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2.3.2 Supersymmetry

Supersymmetry (SUSY) is a class of extensions to the Standard Model that unify

fermions and bosons. Each SM fermion has a bosonic “superpartner,” and vice

versa. If SUSY were an exact symmetry, the masses of the superpartners would be

identical to those of the SM particles. This cannot be the case, as superpartners as

light as an electron would be easy to detect, and so far there is no evidence for these

particles up to energies of hundreds of GeV. Therefore SUSY must be spontaneously

broken so that the superparter masses are in the allowed region.

SUSY could explain the “hierarchy problem,” why the weak force is ∼ 1032

times stronger than gravity. It could also provide a candidate for dark matter, as

the lightest superpartner is stable in many SUSY models. The additional particles

also increase the screening effect described in Section 2.3.1 for all three SM forces.

This modifies the slopes of the couplings as a function of energy. One downside

to “bare” GUTs is that the couplings for the three forces, when extrapolated to

the GUT scale, do not meet at a point. Combining a GUT with SUSY, however,

makes it possible to truly unify the three couplings. Due to the slope change, it also

increases the energy at which the three couplings are unified by about an order of

magnitude, as shown in Figure 2.9.

The superpartners are called “sparticles.” Bosonic superparters of SM fermions

are named by prepending an s to the name of the fermion. The squarks are sup,

sdown, scharm, sstrange, sbottom, and stop. The sleptons are the selectron, smuon,

and stau, with corresponding sneutrinos. Fermionic superpartners of SM bosons are

diminutive in Italian. The force carriers are the gluino, photino, Wino, and Zino.

The Higgs boson has a superpartner as well, the Higgsino.
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Figure 2.9: The running couplings of the three forces in the Standard Model (left)
and the Minimal Supersymmetric Standard Model (right), taken from [39].

2.4 Proton decay

2.4.1 Theory

In the Standard Model, baryon and lepton number are conserved. The proton,

being the lightest baryon, is therefore stable. GUTs introduce operators which

violate baryon and lepton number, conserving B − L. This gives rise to proton

decay. The mechanism for proton decay depends on the details of the model, as

does the dominant final state. In non-SUSY GUTs, the fastest allowed proton decay

is mediated by X bosons and suppressed by M−2
GUT . The decay mode is p → e+π0

as shown in Figure 2.10a. The experimental bound at 90% confidence from Super-

Kamiokande of 1.7 × 1034 years [21] requires a GUT scale higher than what the

simplest models predict.

With the addition of SUSY, the p → e+π0 mediated by an X boson is still



2.4 Proton decay 31

  

u

u

d e+

u

u

X

a

  

u

u

d ντ  

u

s

W
~

t

 τ~

~

b

Figure 2.10: (a) p→ e+π0 mediated by an X boson. (b) p→ K+ν through a loop
of supersymmetric sparticles.

allowed, but the predicted lifetime is much higher because the GUT scale increases

by about a factor of 10. Since τ ∝ M4
X , this increases the predicted lifetimes

to order of 1034 − 1035 years, consistent with the experimental bound. However,

an additional decay mechanism is introduced, mediated by sparticles. Instead of

being proportional to the GUT scale, this diagram has a factor of M2
SUSY , the mass

of the supersymmetric particles. The SUSY-mediated decay requires a second- or

third-family quark in the final state [40, 41]. The dominant mode is predicted to

be p → K+ν. Theoretically the neutrino is in a muon or tau flavor eigenstate.

The flavor subscript is omitted here for consistency because experimental bounds

obviously do not depend on the neutrino flavor.

Numerous different versions of GUTs exist, all of which predict proton decay but

with differences in the dominant channel and lifetime [42]. The original GUT model

is due to Georgi and Glashow [6], and predicts p→ e+π0 with a lifetime of 1030−31

years. The simplest SUSY GUTs are due to Dimopoulos and Georgi [11], and to

Sakai and Yanagida [12]. They predict p→ K+ν with τ ∼ 1028−32 years [43].
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Figure 2.11: Experimental limits for proton decay in different channels, along with
ranges of theoretical predictions. Taken from [44].

Extensions to these simple models give longer lifetime predictions. Numerous

SUSY GUTs predict p→ K+ν with lifetimes of 1032−35 years [13, 14, 15, 16, 17, 18].

Other GUT models with and without SUSY predict p→ e+π0 with longer lifetimes

ranging from 1034−39 years [7, 8, 9, 10]. These extended models are still consistent

with experimental bounds.

2.4.2 Experimental searches

Many experiments have searched for proton decay in many different channels, though

the most common searches are p → e+π0 and p → K+ν due to theoretical motiva-

tions. No proton decay has been observed (Super-K has two candidates for p→ µ+π0

with a background expectation of 0.8 [21]). A summary of experimental limits is

shown in Figure 2.11. The Figure does not include Super-Kamiokande’s Run IV

data. The only significant difference is in p → K+ν, where the limit has increased

to 5.9× 1033 years [22].
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Super-Kamiokande has set the world’s best limit in nearly every proton decay

channel. Proton decay searches in Super-K look for events originating in a 22.5

kiloton volume of water in the center of the 50 kiloton tank. Cherenkov light from

particles traveling faster than the speed of light in water (0.75c) is collected by

photomultiplier tubes lining the interior. Particles emit a cone of light, which is

reconstructed as a ring on the wall of Super-K. Muons lose energy relatively slowly,

and travel in a straight trajectory in the absence of a magnetic field. This results in

a filled-in ring that is smooth around the edge. Electrons lose energy more quickly

by radiative processes, resulting in a hollow, fuzzy ring. Examples of e-like and

µ-like rings are shown in Figure 2.12.

The Super-Kamiokande analysis technique for e+π0 along with several other

meson-antilepton final states is described in detail in Refs. [46, 47]. The selection

requires two or three e-like Cherenkov rings, with no other rings in the event. For

three-ring events, the π0 mass is reconstructed and required to be between 85 and

185 MeV/c2. Events with delayed “Michel electrons” from µ → e or π → µ → e

are excluded. The invariant mass of the proton is reconstructed from the rings and

required to be between 800 and 1050 MeV/c2. With this selection, 45% of p→ e+π0

events are accepted, but none are observed in data.

The Super-K limit for p→ K+ν is nearly a factor of three lower for the proton

lifetime [22]. This is because of the difficulty of detecting kaons in a water Cherenkov

detector. The K+ from proton decay is well below the Cherenkov threshold, and

never emits Cherenkov light. Events can be reconstructed only by observing the

decay products of the K+, and the residual nucleus.

Super-K uses three different techniques to search for p → K+ν. The first tech-

nique requires a triple coincidence in time of the de-excitation photon, µ+ from
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Figure 2.12: Rings of Cherenkov light recorded in Super-K due to a muon (top) and
an electron (bottom). Taken from [45].
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K+ → µ+ decay, and electron from µ+ → e+. This selection has the lowest predicted

background rate of 1.11 events per Megaton-year. However, the signal efficiency is

just 8.4%, primarily because of the low efficiency (19%) to reconstruct the prompt

gamma ray from the de-excitation of 15N . In its 260 kiloton-year exposure, Super-

K observed 0 events with a background expectation of 0.24 [22]. The largest single

contribution to the background is from NC K+ production by atmospheric neutrinos

at 48% of the total background, with 25% coming from CC νµ interactions.

The second analysis relaxes the requirement of a de-excitation photon. The

efficiency improves to 43%, but the background expectation increases. Without

the de-excitation photon, any CC νµ interaction where the muon happens to have

approximately 236 MeV/c of momentum will be signal-like. A fit is performed to

the region between 215 and 260 MeV/c and the data is consistent with simulated

background, as shown in Figure 2.13.

The third analysis looks for K+ → π+π0. One or two e-like rings are required,

with no other rings in the event. The reconstructed invariant mass of the π0 must be

between 85 and 185 MeV/c2, with the π0 momentum between 175 and 250 MeV/c.

Finally, there must be energy backward from the π0 consistent with a low-momentum

π+ that is above Cherenkov threshold but below the threshold to reconstruct a ring.

The simulated distribution of Cherenkov light as a function of the angle to the π0 is

shown in Figure 2.14. The upper plot shows the full 180◦, where the larger peak is

due to the π0 and the small peak centered at 23◦ is the Cherenkov light from the π+,

which is emitted at a 23◦ for π+ at the momentum from K+ decay. The lower plot

zooms in on the light from the π+, and is overlaid on top of background simulation,

which is mostly π0 production by neutrinos.

A Michel electron from π+ → µ+ → e+ is also required. This selection is 8.7%
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Figure 2.13: The muon momentum spectrum for single muon events, primarily
from charged-current atmospheric νµ and ν̄µ interactions. The red boxes show the
allowed range of the atmospheric neutrino simulation. The black points represent
data with statistical uncertainty. The blue histogram is what would be expected
from an additional component due to p → K+ν, as muons from K+ decay would
give a spike at 236 MeV/c. The data is consistent with the atmospheric neutrino
simulation without proton decay. Taken from [22].
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Figure 2.14: Top: the simulated signal distribution for K+ → π+π0, where the larger
peak is due to the photons from π0 decay, and the bump at 23◦ is the light from
the π+. Bottom: Zoom in on the π+ region, overlaid on the simulated atmospheric
neutrino background simulation. Taken from [22].

efficient, with 2.09 background events expected per Megaton-year. No events were

observed in data for the 260 kiloton-year exposure, with a background expectation

of 0.44. Background for this selection is dominated by CC π0 production with a low

momentum muon (38%). K+ production is the next largest contributor (37%).

Super-K has PMTs lining approximately 40% of its inner wall, while the coverage
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Particle Mass (MeV/c2) Momentum (Mev/c) Kinetic energy (MeV)
e± 0.5 0.6 0.3
µ± 105.7 120 54
π± 139.6 158 71
K± 493.7 558 252
p 938.3 1060 477

Table 2.2: Cherenkov threshold in water for different particle species.

will be 20% for the much larger Hyper-K. In 2001, an accident damaged PMTs at

Super-K, and the subsequent data taking period, called Run II, went forward with

20% photocoverage [22]. Proton decay signal efficiency dropped about 25% for the

two low-background analyses, while background rates increased by factors of 2.5 and

1.5 for the µ+νµ and π+π0 selections, respectively. Hyper-Kamiokande [23] will likely

have photocoverage closer to that of Run II. Analysis techniques will be similar to

those developed for Super-K, with background rates on the order of a few events

per Megaton-year.

The neutrino K+ production backgrounds for water Cherenkov detectors are

events with a K+ below Cherenkov threshold, no other final-state particles above

threshold, and no particles that produce Michel electrons besides the one fromK+ →

µ+ → e+. The minimum momentum for particles to produce Cherenkov light in

pure water is given in Table 2.2. Particles below the momentum given will be

totally undetectable unless they decay into a particle above threshold. The efficiency

for detecting a particle rises as the momentum increases. The threshold for ring

detection is approximately 50 MeV/c greater than the Cherenkov threshold. Not

listed in the table is the π0, which decays promptly to γγ and is always detected.

Few MeV photons have low efficiency, for example the efficiency for detecting the 6

MeV photon from 15N decay is 19% [22].
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Michel electrons are detected at high efficiency, enabling Super-K to reject events

with π+ or µ+ in the final state. The capture rate for negatively charged particles

is higher, and ≈ 100% for π− and K−. The nuclear capture releases nucleons but

not photons, so these events are not observed. The most common NC K+ channel

is νp → νK+Λ, which is invisible when the Λ decays to pπ− and both are below

threshold. The Λ decay to nπ0 will cause the event to be rejected because of the π0

decay. Another process that can be invisible for Super-K is νn→ νK+Σ− when the

π− from Σ− decay is below threshold.

Muon-flavor charged-current events at low neutrino energy can also fake the

p→ K+ν signal. In particular, single kaon production, νµN → µ−K+N , is invisible

when the µ− is below threshold and captures. Charged-current K+Λ production is

less likely to be invisible, as both the µ− and the decay products of the Λ must be

below Cherenkov threshold, and the minimum neutrino energy for such a process is

higher and more likely to produce higher-energy muons.

The DUNE far detector will also search for proton decay [26]. At 40 kilotons of

total mass, it cannot compete with Hyper-K in exposure, as a 10-year run would

put the total exposure on par with Super-K and far below what might be expected

from Hyper-K. However, DUNE is able to measure the K+ momentum, and with

essentially no threshold for charged hadrons it is able to detect low-energy recoiling

nucleons that could indicate that the K+ is due to an atmospheric neutrino interac-

tion rather than a proton decay. If Hyper-K has an efficiency of ∼ 6% like Super-K

Run II, DUNE can make up for its factor of 10 deficit in mass with a factor of 10

increase in efficiency, perhaps without allowing more background.

Neutrino-induced backgrounds in DUNE could come from a process like νn →

νK+Σ− followed by Σ− → π−n where the π− is very low energy and the neutron does
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not interact in the detector. Another source is K0
L produced outside the detector

which enter and then charge exchange by K0p→ K+n. These K0
L could come from

atmospheric neutrino interactions in the rock above the detector, or from muon-

nucleus interactions involving high-energy muons, for example µn → µK0
LΛ. The

1,480 meters of rock overburden shields the detector from cosmic muons but doubles

as a large target for atmospheric neutrino interactions that produce more muons.

2.5 Neutrino interactions

The simplest neutrino interaction is scattering off an atomic electron, νe → νe as

in Figure 2.15. This process is point particle scattering and can be calculated pre-

cisely in electroweak theory. This interaction has a very important history in particle

physics. In 1973, it was muon antineutrino-electron scattering which established the

existence of the weak neutral current [31]. For electron neutrinos only, there is an

additional contribution from charged-current scattering, where a W instead of a Z is

exchanged as in Figure 2.15b. This was used by the Sudbury Neutrino Observatory

to demonstrate that electron neutrinos from the sun were in fact transforming to

muon and tau neutrinos [34, 35]. The fact that the cross section is known theoreti-

cally makes neutrino-electron scattering useful as a flux constraint in experiments,

which is discussed in Section 3.2.4.

The cross section for neutrino-electron scattering is about 2,000 times smaller

than that of neutrino-nucleon scattering. Nucleons are not point particles, compli-

cating the interaction. Nuclei are even more complicated. Experiments studying

neutrino oscillations need large detectors made of heavy, cheap nuclei, such as the

carbon of NOvA [48], the oxygen of Super-Kamiokande [20], or the iron of MI-
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Figure 2.15: (a) Neutral-current neutrino-electron scattering, equal for any neutrino
flavor (b) Charged-current neutrino-electron scattering, for electron neutrinos only.

NOS [49]. The complicated strong interactions in the nuclear environment are at

energies too low calculate with perturbative QCD, and effective theories must be

used.

Neutrino-nucleon scattering is typically broken up into three categories: elastic

(or quasi-elastic) scattering, resonance production, and deep inelastic scattering.

When the squared four-momentum transfer to the nucleon, Q2, is small, the inter-

action can be approximated as scattering off the nucleon. Neutral-current elastic

scattering (NCE), νN → νN , is sometimes called quasi-elastic when the initial

nucleon, N , is bound inside a nucleus. In, charged-current quasi-elastic scattering

(CCQE), νµn → µ−p, the reaction is not truly elastic because the final-state lep-

ton is charged, and because the target nucleon must be removed from the nucleus.

CCQE is shown in Figure 2.4. CCQE is described theoretically by Llewellyn Smith

in terms of form factors, which describe the structure of the nucleon and are taken

from data [50].

At higher momentum transfer, the nucleon can be excited into a baryonic reso-



2.5 Neutrino interactions 42

  

W+

μ
_

ν
μ 

p p

π+
Δ++

a

  

W+

μ
_

ν
μ 

n p

π0
Δ+

b

Figure 2.16: (a) Charged pion production through an intermediate ∆++ resonance.
(b) Neutral pion production through an intermediate ∆+ resonance.

nance. The most common excitation is to the ∆(1232) state, where the number in

parentheses is the mass of the resonance in MeV/c2. The ∆(1232) is composed of

up and down quarks, and can have any integer charge between -1e and 2e. It differs

from a regular proton or neutron because the spin of the three quarks is aligned

such that the total spin is 3/2 instead of 1/2. The ∆ typically decays into a nucleon

and a pion: ∆++ → pπ+, ∆+ → nπ+ or ∆+ → pπ0, ∆0 → nπ0 or ∆0 → pπ−,

and ∆− → nπ−. These events are called “resonant pion production” because the

invariant mass of the pion-nucleon system will be peaked at the resonance mass.

Heavier resonances are also produced, such as ∆(1600) and ∆(1700) [5]. The reso-

nance widths become larger at higher masses, smearing out the resonance structure

of the invariant mass spectrum. Diagrams for resonance production are shown in

Figure 2.16. Resonances can also be produced via the neutral current in a similar

way.

Heavier resonances can also decay into a nucleon and multiple pions, or into a

kaon and strange baryon. There are also baryon resonances with strange quarks,
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called Λ and Σ resonances. The lightest strange resonance, Λ(1405), decays into a

pion and Σ baryon. Heavier strange resonances decay into a nucleon and antikaon,

either K− or K̄0. The strange resonance contribution to K+ production is negligibly

small because the K+ has an antistrange quark (S = 1) instead of a strange quark

(S = −1). There would be a large strange resonance contribution to K+ production

in a detector made of antimatter, however.

At high Q2, the probe wavelength is short, and the neutrino penetrates the nu-

cleon and scatters off an individual quark. The struck quark undergoes hadroniza-

tion, as described in Section 2.1.2, where pions and kaons are created. Kaons arise

when gluons pair produce ss̄. The s̄ quark combines with a d or u quark to form

a K0 or K+, respectively. The s quark can join the two spectator quarks in the

struck nucleon to form a Λ or Σ baryon, or another antiquark to form a K− or K̄0

meson. Production of pairs of strange particles, either by resonance decay or DIS,

is called “associated production.” The total strangeness is zero in associated pro-

duction, which is also called ∆S = 0, meaning that the number of strange quarks is

equal to the number of strange antiquarks. Associated K+ production pairs can be

kaon-baryon (K+Λ, K+Σ−, or K+Σ+), or kaon-kaon (K+K− or K+K̄0). Kaon pro-

duction in the genie simulaton is described in Sections 5.1.1 and 5.1.2. Examples

of K+ production diagrams by resonance decay and DIS are shown in Figure 2.17.

Neutrino interactions are best understood at low energies (Eν . few 100s MeV)

where the scattering is predominantly elastic, and at high energies (Eν & 10 GeV)

where the scattering is predominantly deep inelastic. Unfortunately, the so-called

“transition region” from 1-10 GeV, where elastic, resonant, and deeply inelastic

processes all contribute and neither low-energy nor high-energy approximations are

valid, is of great importance. Neutrino oscillation searches looking for appearance
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Figure 2.17: (a) Charged kaon production through an intermediate ∆+ resonance.
(b) Charged kaon production in deep inelastic scattering.

must be well above the 110 MeV threshold for charged-current νµ interactions. Be-

cause the larger ∆m2 is of order 10−3 eV2 and the oscillation length depends on L/E,

going to 10s of GeV in energy requires experimental baselines that are of order 104

km, greater than the radius of the earth. The K+ production threshold is 0.8 GeV,

so the relevant energy range for proton decay backgrounds is also in the transition

region.

So far, this section has discussed neutrino-nucleon or neutrino-quark scattering,

and has neglected to mention the nucleus. The nucleus is notorious for its complicat-

ing affect on neutrino scattering [51]. The first set of complications are initial-state

effects. The nucleons bound inside the nucleus are not at rest, but are moving due

to Fermi motion. A simple treatment of the nucleus still in use today is the Rel-

ativistic Fermi Gas model of Smith and Moniz [52], which treats the nucleons as

quasi-independent, interacting only with the mean field of the nucleus. The nucleon

momentum spectrum is given by a Fermi distribution. It neglects effects due to

correlations between nucleons.
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One effect of nucleon-nucleon correlations is a modification to the Fermi mo-

mentum. When two nucleons are interacting, they can have large equal and op-

posite momentum such that the net momentum of the pair is below the Fermi

cutoff. This modification to the nucleon initial momentum is modeled by Bodek

and Ritchie [53, 54]. When a neutrino scatters off a nucleon in a correlated pair, its

partner can be ejected. This has been observed in electron-nucleus scattering [55],

where 20% of nucleons in carbon are found to be in a correlated pair, 90% of which

are np. An example from electron scattering is shown in Figure 2.18. One class of

correlation is called “meson exchange currents,” where nucleons exchange a virtual

pion inside the nucleus. One popular model of the lepton side of this process for neu-

trino energies below 10 GeV and events with zero pions is Gran et al. [56], and there

are now predictions for the hadronic side as well [57]. This type of nuclear modeling

is a very active area of theoretical work, and incorporating these improvements into

neutrino simulations is important.

After the neutrino interaction occurs, any hadronic products must exit the nu-

cleus, and may undergo FSI. The strong forces in the many-body system of the

nucleus cannot be calculated exactly. Instead, the typical treatment is an intranu-

clear cascade, where hadrons are gradually stepped through the nucleus. At each

step, possible interactions are considered, with interaction probabilities often com-

ing from parameterizations of hadron-nucleus scattering data. These interactions

include elastic scattering, knockout of a nucleon, meson absorption by the nucleus,

and charge exchange.

Kaon-nucleus and pion-nucleus reactions differ because of strangeness conserva-

tion. Absorption is the dominant feature in the pion-nucleus inelastic cross section at

pion kinetic energies in the few 100s of MeV. In K−-nucleus scattering, the K− can
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Figure 2.18: An electron scatters off a proton in a correlated pair, ejecting the proton
and its partner. Taken from [55].

be absorbed, converting a bound nucleon into a hyperon (Λ or Σ). The analogous

process for K+-nucleus scattering is forbidden because there are no antibaryons in

the nucleus. A K+ produced inside the nucleus will exit unless it charge exchanges

to a K0. In addition, K+ can be produced in π+-nucleus reactions by strong pro-

cesses such as π+n→ K+Λ. In the Giessen Boltzmann-Uehling-Uhlenbeck (GiBUU)

model [58], this kind of reaction gives an enhancement to the K+ production cross

section at low K+ momentum. In genie [59], the event generator used by MIN-
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ERvA and many other experiments, 13% of K+ produced in carbon reinteract before

exiting the nucleus, distorting the spectrum toward lower kaon energies. genie does

not include K+ production either by pions or charge exchange in its FSI model.

2.6 Previous measurements of kaon production

Strange particle production by neutrinos has previously been observed in bubble

chambers [60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70] and the straw tube detector

NOMAD [71]. Bubble chambers have exquisite position resolution, and are fantastic

detectors for Λ and K0
S, neutral particles which travel a few centimeters before

decaying. When they decay to charged particles, Λ → pπ− or K0
S → π+π−, the

V-shaped decay is isolated from the neutrino interaction point. In a magnetic field,

the oppositely-charged hadrons will bend apart as they propagate. An event like

νn → νK0
SΛ produces a double-V pattern in the detector as shown in Figure 2.19,

a trace from the ANL 12-foot bubble chamber [67].

Charged kaons are more difficult to detect in bubble chambers. If the K+ is

contained, it can be identified based on its decay. Otherwise, its ionization profile

can be measured, but often cannot be distinguished from a pion or proton track. In

events with a positively-identified Λ and an additional hadron track, the K+ can be

inferred. The ANL bubble chamber measured cross section ratios on deuterium

σ(νN → µ−K+Λ)

σ(νN → µ−Npions)
= 0.04± 0.03

σ(νN → µ−K+N)

σ(νN → µ−Npions)
= 0.03± 0.03

σ(νN → νK0
SΛ)

σ(νN → µ−K+Λ)
= 1.5± 1.5

(2.13)
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Figure 2.19: The neutrino interaction νn → νK0
SΛ in the ANL 12-foot bubble

chamber produces a double-V in the detector [67]

based on 7 strange particle events [66]. The BNL 7-foot bubble chamber also mea-

sured deuterium ratios

σ(νd→ µ−K0
SX)

σ(νd→ µ−X)
= (2.4± 0.9)%

σ(νd→ µ−ΛX)

σ(νd→ µ−X)
= (2.8± 1.0)%

(2.14)



2.7 Constraining proton decay backgrounds with MINERvA 49

as well as the CC/NC ratio

σ(νd→ νV 0X)

σ(νd→ µ−V 0X)
= 0.22± 0.14 (2.15)

where V 0 is any neutral strange particle, Λ or K0. The BNL measurement is based

on 36 total strange events [68]. These experiments made the first observations of

strangeness production by neutrinos and established the existence of different chan-

nels, but lack the statistics to be used as constraints to proton decay experiments.

2.7 Constraining proton decay backgrounds with

MINERvA

The next generation of proton decay searches will have discovery potential for

p → K+ν at lifetimes above 1034 years, in the range predicted by SUSY GUT

models. With the tenfold increase in exposure, Hyper-Kamiokande will have a

background expectation of a few events. The background due to K+ production

by atmospheric neutrinos comes from theoretical models for neutrino cross sections

that have not been directly tested by experiment. The MINERvA experiment com-

bines a sensitive detector (Chapter 4) with the most intense muon neutrino beam

ever produced (Chapter 3). For Hyper-K, the neutral current background is most

important, especially for events with a K+ and very little other energy in the final

state.

The ideal measurement would be the cross section on a water target for K+

production with no final-state particle above Cherenkov threshold, with the flux

reweighted to the atmospheric neutrino spectrum. This is not possible for several



2.7 Constraining proton decay backgrounds with MINERvA 50

reasons. First, while MINERvA does have a water target, its mass is just 452 kg or

9% of the mass of the tracker fiducial volume, and reconstructing a complicated final

state in the nuclear targets region of the detector is difficult. Instead, measurements

on a hydrocarbon target (CH) are presented. Second, at low energies it is difficult

to distinguish between photons from π0 decay and protons ejected from nuclei by

scattering neutrons. Third, the ability to reconstruct the energy of pions and protons

depends on interactions inside the detector, which are different for water and CH.

It is difficult to distinguish protons from pions at energies near the pion Cherenkov

threshold. The active tracker of MINERvA is simply not well suited to measure

Cherenkov thresholds in water. Fourth, the neutrino energy cannot be reconstructed

in NC events, and the integrated flux of MINERvA is not the same as that of

atmospheric neutrinos. While MINERvA has a constrained prediction of the flux

spectrum, the neutrino energy is not known on an event-by-event basis.

MINERvA can still contribute to proton decay background constraints for Super-

K and Hyper-K. Currently, cross section models are being used to make the pre-

diction. A measurement of the flux-integrated differential cross section dσ/dTK for

NC K+ production on CH can be used to benchmark a prediction from simulation.

A model can be used to extrapolate from the MINERvA flux to the atmospheric

neutrino flux, from CH to H2O, and from a semi-inclusive final state to one where

no other particles are above threshold. The latter extrapolation is improved by a

measurement of the visible energy in the detector for these events.

The K+ FSI model is an important input for p→ K+ν searches at DUNE. CC

K+ production in MINERvA is sensitive to the same FSI effects as a p → K+ν

event. While the FSI models currently available in the event generators used in

experiments have an incomplete treatment of kaons, comparing these predictions to
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the shape of the K+ kinetic energy spectrum measured by MINERvA is a way to

demonstrate which missing features are most important. Adding a high-statistics

measurement on a nuclei to existing deuterium data is a way to separate FSI effects

from nucleon-level cross sections.

The NuMI neutrino beamline is discussed in Chapter 3. Chapter 4 describes

the detector and calibration procedures, while the simulation used by MINERvA is

described in Chapter 5. The reconstruction techniques used to isolate samples of

CC and NC K+ production events are in Chapter 6. The results are presented in

Chapter 7. Chapter 8 is a separate third measurement, charged-current coherent

K+ production, which has never before been observed but is not relevant for proton

decay.



52

Chapter 3

Neutrino Beam and Flux

Neutrinos for the MINERvA experiment come from the NuMI (Neutrinos at the

Main Injector) beamline at Fermilab [72], currently the world’s most powerful neu-

trino beam. NuMI was originally designed for the MINOS long-baseline oscillation

search, which began taking data in May, 2005. A diagram of the Fermilab acceler-

ator complex, including the Main Injector, is shown in Figure 3.1. In this chapter,

the production of neutrinos is described in Section 3.1, followed by the resulting

neutrino flux prediction in Section 3.2.

3.1 The NuMI beamline

3.1.1 Proton acceleration

The Fermilab proton beam starts with an ion source, which magnetically removes

H− ions from hydrogen gas. A 750 kilovolt electrostatic field is applied, accelerating

the ions to an energy of 750 keV. For the data used in the results presented in sec-

tion 7, a Cockcroft-Walton generator was used for this step. In November 2012, this
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Figure 3.1: A diagram of the Fermilab accelerator complex, taken from [72].

room-sized accelerator was upgraded to a much smaller radio-frequency quadrupole

(RFQ). The 750 keV ions are further accelerated to 400 MeV by the linear acceler-

ator (Linac). They are then passed through a carbon foil, which removes the two

electrons, resulting in a free proton beam. The protons are passed into the Booster

synchrotron, which accelerates the beam to 8 GeV. The Booster acceleration is done

in bunches with 53 MHz spacing, such that bunches are 18.5 ns apart. The bunches

are grouped into 1.6 µs “batches.” Each batch corresponds to one revolution around

the 474 meter accelerator ring.

The Booster batches are then fed into the Main Injector, a larger synchrotron

with a circumference of 3319 meters. The Main Injector can accommodate six

Booster batches, and accelerates protons to 120 GeV. Until 2011, one batch went to
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the antiproton source when the Tevatron was operational. After the closing of the

Tevatron, all six batches went to NuMI. The six batches lead to a beam “spill” that

is 10 µs in duration. A typical spill contains a total of between 2×1013 and 4×1013

protons.

3.1.2 The NuMI target

Protons from the Main Injector are bent downward 3.5◦ to account for the curvature

of the Earth and point to the MINOS Far Detector facility in Soudan, Minnesota.

The protons travel 350 meters to the NuMI target, a graphite rod 95 cm long.

The target is designed to maximize the number of mesons produced by proton

interactions in the target while minimizing the number of meson reinteractions.

This is achieved by a long, thin target, with a 15 × 6.4 mm cross section. In the

beam direction, the target is approximately two nuclear interaction lengths long

such that 86% of protons will interact. Because of the small cross section, pions and

kaons produced inside the target will typically exit out the side without themselves

interacting inside the target. The target consists of 47 “fins” each 2 cm in length.

A drawing of the NuMI target apparatus is shown in Figure 3.2.

3.1.3 Focusing system

Pions and kaons produced inside the target are focused by two magnetic horns, called

Horn 1 (upstream) and Horn 2 (downstream). The focusing system is described in

detail in Ref. [73]. Each horn has an inner and outer conductor, with 185 kA of

pulsed current running in the direction approximately parallel to the proton beam

in the inner conductor, and antiparallel to the beam in the outer conductor in
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Figure 3.2: A drawing of the NuMI target and cooling system, taken from [72].

“forward horn current” (FHC) mode. The resulting magnetic field focuses positively-

charged mesons in the proton beam direction, and bends negatively-charged mesons

out of the beam. The π+ decay in flight gives rise to a νµ-enriched beam, often

referred to as “neutrino mode.” The direction of the horn current can be reversed,

so that the horns focus negative mesons in so-called “reverse horn current” (RHC)

or “antineutrino mode.”

Figure 3.3 shows a sketch of the focusing system, along with example particle

trajectories. The solid blue π+ is “overfocused” by Horn 1, and corrected by Horn
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Figure 3.3: A drawing of the NuMI focusing system, showing example particle
trajectories in Horn 1 and Horn 2. Taken from [72].

2. The dashed red π+ trajectories represent “underfocused” and unfocused tracks

in Horn 1. Mesons with very little transverse momentum off of the target will pass

through the horn system totally unfocused, regardless of their charge. These mesons

are typically very energetic, and give rise to high-energy neutrinos or antineutrinos.

The mesons are directed into a 675 meter decay pipe filled with low-pressure

helium gas. Neutrinos (antineutrinos) are produced predominantly via the decay of

π+ (π−) in FHC (RHC) beam mode: π+ → µ+νµ or π− → µ−ν̄µ. Electron neutrinos

in the beam arise primarily from muon decays µ+ → e+νeν̄µ and µ− → e−ν̄eνµ, as

well as from K+ → e+νeπ
0 and the charge conjugate.

So-called “wrong sign” particles are antineutrinos in FHC beam and neutrinos

in RHC beam. The parent meson is of the wrong sign for the focusing horns. Often

this is because the meson passes through the center of the two horns in the region
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where there is no magnetic field. This occurs mostly for high-energy neutrinos (few

10s of GeV) because the parent mesons have very low transverse momentum and

are typically the most energetic. They also arise from muon decays, for example

in FHC mode a focused π+ → µ+νµ followed by µ+ → e+νeν̄µ. In FHC mode,

antineutrinos make up 11% of the total flux, but only 8% of the flux below 7 GeV.

This is because the neutrinos in the “focusing peak” at 3.5 GeV come from pions

that were bent by the horns. Very high energy pions that are produced at very low

transverse momentum are not focused.

3.2 The neutrino flux prediction

The neutrino flux is predicted using a Geant4-based [74, 75] model of the target and

focusing system, and is described in detail in Refs. [76, 77]. Proton interactions with

the carbon target are simulated, and the resulting mesons are propagated through

the horns and into the decay pipe. Each meson is weighted by the probability that

the neutrino from its decay will intersect the MINERvA detector. The greatest

challenge is predicting the meson spectra from the proton interactions in the target,

and modeling subsequent interactions in the target as well as in other materials

that mesons pass through prior to decay. Pion and kaon yields are predicted by

Geant4 using the Fritiof-precompound [78, 79] and Bertini cascade [80, 81] models

(FTFP BERT) in bins of the Feynman scaling variable xF and the meson transverse

momentum pT . Feynman x is defined as:

xF ≡
p‖
pmax‖

'
2p‖√
s
, (3.1)

where p‖ is the meson momentum projected onto the proton beam axis, pmax‖ is the
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maximum possible value of p‖ given the beam parameters, and
√
s is the center-of-

mass energy. For inclusive high-energy scattering, cross sections expressed in terms

of xF are predicted to be largely independent of the incident beam energy [82].

3.2.1 The NA49 data

The Geant4 predictions are tuned to data from the NA49 experiment [83, 84]. NA49

measured pion yields in proton-Carbon interactions at 158 GeV for pT < 2GeV/c

and xF < 0.5. This data covers the relevant phase space for the neutrinos that

pass through the MINERvA detector. The data is scaled to the NuMI beam energy

of 120 GeV using the FLUKA simulation [85]. An uncertainty on the scaling is

evaluated by scaling NA49 data at 158 GeV to 31 GeV and comparing the result to

independent data from the NA61 experiment [86]. A weight, wNA49, is defined as

wNA49 =
σNA49(158GeV )

σGeant4(120GeV )

σFLUKA(120GeV )

σFLUKA(158GeV )
, (3.2)

where σNA49 is the measured differential cross section in the NA49 experiment in

a bin of xF and pT , σGeant4 is the Geant4 predicted cross section in the bin using

FTFP BERT, and σFLUKA is the cross section in FLUKA at a given proton energy,

all as a function of xF and pT . More details can be found in Ref. [87]. The weight

is applied to all simulated neutrinos for which the meson parent xF and pT fall in

the bin. Figure 3.4 shows the weights for neutrinos with π+ parents, the majority

of the flux in FHC mode.
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Figure 3.4: Weights applied to simulated neutrinos with π+ parents based on NA49
proton-carbon scattering data in bins of xF and pT .

3.2.2 Extending to other interactions

The simple weight given in Equation 3.2 is for a neutrino from meson decay, where

the meson was produced from a single interaction in the carbon target of a 120

GeV proton. Neutrinos also arise from mesons which are the products of multiple

interactions, for example, pC → pX → π+X, pC → π+X → π+X or pC → nX →

π+X. Also, reinteractions can take place outside the target in a material other than

carbon. Hadron production data can be extended to cover these more complicated

neutrino origins with simple theoretical arguments.

Protons that interact twice inside the target are constrained by an NA49 mea-

surement of proton production in proton interactions in a thin carbon target. This

data is used to reweight pC → pX interactions. The subsequent proton interaction
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at an energy lower than 120 GeV is covered by the same pion data. The FLUKA

scaling in equation 3.2 is evaluated to the energy of the reinteracting proton. Pion

reinteractions are not corrected by data. A 40% uncertainty is applied to neutrinos

from pions which reinteract before decaying.

For interactions in materials other than carbon, a power law is assumed. The

exponent is parameterized as the product of second-order polynomials in xF and

pT . The free parameters are determined by a fit to data for proton interactions in

various nuclei [88]. Interactions in materials other than carbon are rewieghted using

the power law with an additional uncertainty between 2.5% and 15% depending on

xF and pT .

Meson production in neutron interactions is included by an isospin symmetry

argument. Because the target is made of an isoscalar nucleus,

σ(pC → π±X) ≈ σ(nC → π∓X), (3.3)

and opposite-sign pion yields from pC data can be used to constrain nC reactions.

Equation 3.3 becomes exact if electromagnetic interactions are ignored and the pro-

ton and neutron masses are taken to be equal. Neutron-induced meson production

in nuclei other than carbon is negligibly small. It is reweighted using data from

proton-carbon interactions, and extrapolated to other nuclei using the Geant model.

3.2.3 Flux and uncertainties

The predicted neutrino flux is shown in Figure 3.5, along with the ratio of the

corrected to uncorrected flux. The total flux in bins of neutrino energy is given

in Table 3.1 for muon neutrinos and antineutrinos. In the charged-current result
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presented in Chapter 7, antineutrino-induced events are subtracted as a background,

and only the νµ flux is used. However, in the neutral-current result, there is no final-

state observable that distinguishes ν-induced and ν̄-induced scattering on an event-

by-event basis, and both are considered signal. Neutral-current scattering is flavor

symmetric, and electron-flavor neutrinos are also included. The νe flux prediction

is not shown but is approximately 1% of the total.

The correction to the Geant4 flux prediction in a bin of neutrino energy is es-

sentially the average weight in Figure 3.4 for all neutrinos of that energy. Statistical

and systematic uncertainties from the NA49 data are propagated onto the flux pre-

diction. There are 11 parameters that are varied within their uncertainties to form

100 “universes” for each parameter, and a flux prediction in each bin of neutrino

energy is calculated in each universe. The spread of the universes in each bin gives

the uncertainty due to that parameter.

A summary of the hadron production uncertainties on the flux prediction is

shown in Figure 3.6. The largest uncertainty, labeled “nucleon-A,” covers proton

and neutron interactions with nuclei other than carbon. These interactions are

constrained using carbon data and a power-law extrapolation that brings in an

additional uncertainty. The solid blue line, labeled “pC → πX,” is dominated by

NA49 uncertainties in the simplest-case weight given by Equation 3.2. The solid

tan “meson-inc.” line is primarily pion reinteractions in the target. The solid green

“target att.” covers an attenuation correction applying thin-target constraints to

a target three interaction lengths long, and arises because the number of protons

remaining as a function of distance depends on the interaction cross section.

The importance of kaon production (pC → KX, not to be confused with νC →

KX which is the primary topic of this thesis) rises with increasing neutrino energy as
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Figure 3.5: The predicted neutrino flux after applying corrections from NA49 (top),
and the ratio of the corrected to uncorrected predictions showing the effect of the
NA49 weights (bottom).
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Figure 3.6: A summary of fractional uncertainties on the flux as a function of
neutrino energy.

can be seen by the relative uncertainties in Figure 3.6. Kaon yields are constrained

by MIPP data [89], and K/π ratio measurements [90]. Statistical uncertainties on

kaons from MIPP are 3− 4 times larger than NA49 uncertainties on pion yields in

the most important xF -pT region, but the contribution from kaons is small below

neutrino energies of 10 GeV.

3.2.4 Neutrino-electron scattering constraint

Neutrino scattering off atomic electrons, νe → νe shown in Figure 2.15, is point

particle scattering and can be calculated in electroweak theory. Because the cross

section is known, a measurement of the rate of neutrino-electron scattering is used

to constrain the prediction of the neutrino flux. The analysis technique is described
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Eν (GeV) 10−9 νµ/cm2/POT 10−9 ν̄µ/cm2/POT
0− 1 1.0331 0.3027
1− 2 4.3611 0.3575
2− 3 7.4333 0.3670
3− 4 7.9013 0.3446
4− 5 3.2984 0.2963
5− 6 1.2193 0.2649
6− 7 0.7644 0.2427
7− 8 0.5671 0.2116
8− 9 0.4398 0.1797
9− 10 0.3834 0.1478
10− 15 1.1135 0.4273
15− 20 0.4664 0.1519
20− 25 0.1959 0.0564
25− 30 0.0918 0.0233
30− 35 0.0668 0.0116
35− 40 0.0553 0.0065
40− 45 0.0474 0.0033
45− 50 0.0325 0.0022
50− 60 0.0267 0.0021
60− 70 0.0057 0.0005
70− 80 0.0023 0.0002
80− 90 0.0006 0.0000
90− 100 0.0001 0.0000
100− 120 0.0000 0.0000

Table 3.1: The predicted νµ and ν̄µ (wrong sign) flux per POT in FHC beam mode.

in Ref. [91].

The flux constraint is applied by producing an electron spectrum for neutrino-

electron scattering in each flux universe. The universe spectra are compared to the

spectrum observed in data, and a weight is computed. The effect of the weight

is to favor universes where the number of neutrino-electron events, and the shape

of the electron energy spectrum, is consistent with the data. The distributions of

integrated flux for neutrino energies from 2 to 10 GeV before and after applying the

constraint are shown in Figure 3.8.
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Figure 3.7: The flux prediction in each universe is weighted based on its consistency
with the measured spectrum of neutrino-electron events.

The resulting flux is very similar to the prediction from hadron production. With

the updates of Refs. [76, 77], the uncertainty on the hadron production constraint is

smaller than the statistical uncertainty on the neutrino-electron measurement, and

the ν− e constraint reduces the overall flux uncertainty by only about 10% of itself.

The ν − e constraint is not used for the analysis presented in this thesis, or in the

flux given in Table 3.1.

The flux and flux uncertainties before and after the neutrino-electron scattering

constraint is applied are shown in Figure 3.8.
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Figure 3.8: The flux prediction before and after the neutrino-electron constraint is
applied (left), and the uncertainty on the flux prediction (right).
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Chapter 4

The MINERvA Detector

The MINERvA detector [4, 92] consists of a core of solid plastic scintillator, sur-

rounded by sampling calorimeters for containment. The central “tracker” region is

fully-active. On the sides and downstream end are electromagnetic, and hadronic

calorimeters, which alternate scintillator planes with passive planes of lead, and

steel, respectively. Upstream of the tracker is a region containing targets made of

carbon, water, iron, and lead, interspersed with scintillator. These targets, along

with a cryogenic liquid helium target upstream of the detector, are used to compare

neutrino interactions on different nuclei in the same beam. A schematic diagram

of the detector is shown in Fig 4.1. The beam is angled downward at 3.5◦ to ac-

count for the curvature of the Earth in the MINOS long-baseline experiment. In the

MINERvA coordinate system, the z axis is horizontal, 3.5◦ upward from the beam

axis.

The plastic scintillator is made up of strips that are roughly two meters in length

and are arranged into planes stacked perpendicular to the horizontal axis. The cross

section of the detector is hexagonal, and the orientation of the strips is rotated 0◦
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Figure 4.1: A diagram of the MINERvA detector viewed from above. The neutrinos
are incident from the left.

and ±60◦ with respect to the vertical axis to enable unambiguous three-dimensional

tracking of charged particles. The “X” orientation has vertical strips, with “U” and

“V” orientations rotated ±60◦. The scintillator strip orientations can be seen in

Figure 4.2. The planes are ordered UXVX throughout the detector so that there are

twice as many X planes as U or V. The stacking of planes is shown in Figure 4.2.

Each plane contains 127 strips. The cross section of the strips is triangular with

a base edge of 3.4 cm and a height of 1.7 cm. The triangles are overlaid such that a

charged particle passing through a plane will deposit energy in two adjacent strips.

The relative size of the energy deposits in the two strips is used to determine the

position of the particle with a resolution of 3 mm. A photograph of the detector as
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X

U

V

Figure 4.2: The stacking of scintillator planes (left), and a plane (right) with the
three scintillator strip orientations. The pink collar is the side ECAL, and the cyan
is the outer detector.

Figure 4.3: (Left) The detector as seen by the neutrinos. The inner hexagon is
the “inner detector,” surrounded the side hadronic calorimeter. (Right) The cross
section of a scintillator strip, and an example of how the strips are arranged into
planes.

seen by the neutrinos, and the cross section of the scintillator strips are shown in

Fig 4.3.
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Upstream of each scintillator plane in the electromagnetic calorimeter is a 2 mm

sheet of lead, corresponding to 0.35 electromagnetic radiation lengths. There are

20 such planes in the downstream calorimeter, as well as a lead collar that covers

the outer 10 cm of each plane in the tracker. The 20 most downstream scintillator

planes form the hadronic calorimeter, with a 1-inch steel plane preceding each plane

of scintillator. The steel corresponds to 3 nuclear interaction lengths. The side

hadronic calorimeter is located in the “outer detector.” In this region, four “stories”

of scintillator strips run along the hexagonal edge, with steel in between the stories.

The outer detector contains hadrons traveling transverse to the direction of the

beam. It is also used to identify side-exiting muons, since hadrons typically do not

traverse the outer detector without interacting. The side calorimeters can be seen

in Figure 4.2

The MINOS near detector [49] is located 2 m downstream of MINERvA. MINOS

is a magnetized iron calorimeter, and is used to measure the charge and momentum

of muons exiting MINERvA. Muon momentum is measured to within 2% by either

range (for muons up to 10 GeV) or curvature. The magnetic field also enables event-

by-event muon charge identification, which is equivalent to discriminating between

neutrino- and antineutrino-induced charged-current interactions.

4.1 Readout and Electronics

Scintillation light is absorbed and re-emitted by a wavelength-shifting optical fiber

in the center of each strip. The wavelength shifter is a Kuraray S-35 multiclad J-

type with a 1.2 mm diameter, with Y11 fibers and 175 ppm dopant [92]. The fiber

is mirrored at one end with an 80% reflection coefficient and measured by a Hama-



4.1 Readout and Electronics 71

matsu R7600 64-channel multi-anode photomultiplier tube (PMT) [93] read out by

a front-end board (FEB) at the other. Light incident on the photocathode produces

photoelectrons (PE), which are converted to a charge by the PMT and digitized by

one of six application-specific integrated circuit (ASIC) chips called TriP-t, which

are mounted onto each FEB. A “hit” is a timestamped energy deposition in a single

scintillator strip. When a charge called the “discriminator threshold” is exceeded,

charge is integrated for 151 ns such that all subsequent energy depositions in the

same strip will be grouped together. The uncalibrated hit time is the time of the

earliest charge recorded in that strip, and is measured with a resolution of 2.2 ns

due to the FEB.

Immediately following the integration window is a 151 ns period of “dead time”

while the FEB is read out. During this period, no timing information is kept, and

energy deposited does not generally result in charge being recorded. Dead time is

important when two neutrino interactions occur close together in time and overlap

spatially. Energy deposits resulting from the second neutrino interaction may not be

observed if they occur on channels which are temporarily “dead” due to the readout

of the first event.

The FEBs are linked together into chains of at most 10 boards. Up to four

chains are read out by a chain read-out controller (CROC). The CROCs receive

trigger and timing signals from the CROC interface module (CRIM). The data

acquisition system and readout electronics are described in Ref. [94].

Calibrations are applied to convert ADC counts recorded by the FEB to energy.

The timestamps of hits are also calibrated to correct for offsets between different

FEBs, as well as PE-dependent “time slewing” due to the decay times of the scintil-

lator and optical fiber. The conversion from ADC counts to fully-calibrated energy
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is

E(s, t) = (ADC(s, t)− P (s, t))× F (s)× 1

G(s, t)
× A(s)× S(s, t)×M(t), (4.1)

where s indicates that a calibration constant is determined separately for each strip,

and t indicates that the correction is determined separately for periods of time

ranging from days to weeks. E is the fully-calibrated energy used in physics analyses,

ADC is the raw number of counts, P is the pedestal, F is the charge per ADC count

for a given FEB, G is the PMT gain, A is an attenuation factor, S is a “strip-

to-strip” constant that accounts for differences in response in different scintillator

strips, and M is the “MEU” or muon energy unit factor, which sets the absolute

energy scale based on muons.

The pedestal, FEB, gain, and attenuation calibrations are described in Sec-

tion 4.2. The algorithm used to separate multiple neutrino interactions in the same

beam spill is described in section 4.3. The strip-to-strip, MEU, and timing calibra-

tions are described in detail in sections 4.4, 4.5, and 4.6, respectively. More details

on the design and performance of the MINERvA detector can be found in Ref. [4].

4.2 Low-level calibrations

4.2.1 Pedestal calibration

The “pedestal” P (s, t) is the dark current of the electronics, the level of ADC counts

observed in the absence of energy in the detector. It is determined by reading out the

detector for 16 µs in between beam spills when no activity is expected. An outlier
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Figure 4.4: The ADC count distribution for a run with no beam activity is used
to measure the pedestal. The outlier at 555 counts is rejected using an algorithm
based on Peirce’s criterion.

removal scheme based on Peirce’s criterion [95] is used to reject signals well above

the pedestal peak. These signals can be due to cosmic ray muons, electronics noise

or radioactivity. Cosmic rays penetrate the 100 m overburden of MINERvA at a rate

of about 18 Hz. A pedestal run of 750 readout gates occurs approximately once per

day, meaning that a cosmic ray coincides with a 16 µs pedestal gate approximately

once per week.

An example of a pedestal measurement with one outlier is shown in Figure 4.4. A

typical pedestal is around 450 ADC counts. Measured pedestals vary by 7% across

all channels, and are observed to be stable over time.
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4.2.2 FEB calibration

The FEB constant F (s) is measured for each board prior to installing the FEB on

the detector. The bench measurement consists of injecting charges and recording

the output ADC counts. The six TriP-t chips are divided into high, medium, and

low gain channels. Four of the chips contain the high and medium gains for 16

channels apiece, while the remaining two chips have the low gains for 32 channels

each. The medium gain is used when the high gain saturates, followed by the low

gain when the medium channel saturates.

The FEB calibration is a trilinear fit to each of the three gain channels of each

FEB. For each FEB, 18 parameters are stored: 3 slopes and the positions of the 2

kinks, for each of the 3 gain channels. An example of the digitized response for a

typical FEB is shown in Figure 4.5.

4.2.3 PMT gain calibration

The PMT gain G(s, t) is the charge per photoelectron. It is measured in situ by

light injection, where light-emitting diodes are used to flash individual channels and

the charge is recorded. The gain is the ratio of the measured charge to the number

of PE times the electron charge, e. A typical gain is 6× 105, and the RMS over all

channels in the detector is about 20%. Light injection data is taken once per day.

A light injection gate occurs between beam gates, and about 5000 light injection

gates are taken each day to perform the calibration. The statistical fluctuations for

a single pixel from day to day are 3-5%.
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Figure 4.5: The FEB calibration measures the ADC counts as a function of input
charge for the three gain ranges.

4.2.4 Attenuation correction

The attenuation correction A(s) is the product of three separate attenuation factors.

The first is the “strip attenuation,” which corrects for attenuation in the fiber inside

the scintillator strip. This factor is mapped out as a function of position along

the strip using a radioactive source. The second factor corrects for attenuation in

the wavelength-shifting fiber but outside the scintillator strip. This is called the

“baggie attenuation” because the fibers are in a light-tight baggie as they come out

of the scintillator plane. The wavelength-shifting fiber is coupled to a cheaper clear

fiber, which is then optically coupled to the PMT face. The third factor corrects for

attenuation in the clear fiber. The fiber routing can be seen in Figure 4.6.

The baggie and clear fiber attenuation are constant for a given strip because
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Detector plane

Photomultiplier tubes

Figure 4.6: A drawing of the optical fibers between the edge of the scintillator plane
and the PMT, showing the “baggie” fiber (where the fibers are brought together),
and the tighter clear fiber.

the light always travels the same distance in these sections of fiber. The baggie

fiber length in particular varies significantly between strips, as strips on the edges

of the plane typically have longer fiber lengths in the baggie. The strip attenuation

correction depends on the location of the charged particle in the strip. This is known

only when the hit is part of a three-dimensional reconstructed object. Otherwise,

the location of the ionization energy along the strip cannot be determined, and the

attenuation correction is applied to the center of the strip.

4.3 Time slicing

Due to the high intensity of the NuMI beam, a single spill typically produces multiple

neutrino interactions that lead to energy in MINERvA. Most of these interactions
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take place either in the rock upstream of the detector or in the outer detector.

Timing information is used to separate hits into distinct “time slices,” where each

slice ideally contains the products of a single neutrino interaction. The time slicing

algorithm is run prior to any other reconstruction.

Hits are first sorted in time. An 80-ns window slides forward in time until the

total pulse height of all hits in the time window exceeds 10 PE, at which point a

time slice is opened. The window continues to slide forward, and hits are added

to the slice until the total pulse height of the 80-ns window falls below 10 PE. A

typical time slice is between 100 and 200 ns wide. The time of flight for a particle

traveling at the speed of light through the detector is 10 ns, so the majority of the

width is due to the spread in reconstructed times. The relationship between timing

and pulse height is discussed in section 4.6.

An example of time slicing is shown in Figure 4.7. The top display shows an

entire 10 µs beam spill, while the bottom display shows a single time slice. In the

histograms of hit times, the colors represent reconstructed time slices, and the hits

shown in black are not part of any time slice because they occur at times such

that no 80-ns window containing them has at least 10 PE. Such hits are excluded

from reconstruction, and are typically noise due to pedestal fluctuations, or PMT

afterpulsing from previous hits. The three panels of each display are different two-

dimensional projections of the same event. They are surrounded by the six towers

of the outer detector. The horizontal axis is the module number, and the vertical

axis is the strip number within each scintillator plane.
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Figure 4.7: Top: An event display showing a full gate, with the histogram of hit
times above. Bottom: The same event for a single time slice, with the hit times for
the slice highlighted.

4.4 Strip-to-strip calibration

Variations in light level between inner detector strips are expected. These variations

are caused by differences in the composition of batches of scintillator, air bubbles



4.4 Strip-to-strip calibration 79

in the epoxy used to fill the fiber hole, couplings between the optical fibers and

photomultiplier tube, or some combination thereof. The goal of the strip-to-strip

calibration is to correct the total effect of these components so that the energy

response is uniform throughout the detector.

The strip-to-strip calibration consists of an alignment correction, a strip-level

correction, a plane-level correction, and dead channel identification. In addition, it

is used to identify errors in the mapping between electronics channels and physical

detector strips. The procedure is based on reconstructing the energy deposited in

a strip by a through-going muon, and the path length of the muon in that strip.

The calibration is performed using a sample of “rock muons” that originate from

neutrino interactions in the rock between the beam absorber and the detector hall.

To be considered, a track must enter either the front or sides of the detector, and

must also exit either the rear or sides. It must be the only reconstructed track in

the time slice, and the amount of energy not associated to the track in the slice

must not exceed 100 MeV to avoid accidental overlap due to pile-up. Muons are

not required to be reconstructed in MINOS, so the momentum is not known. This

allows the calibration to include muons which exit the side of MINERvA, which is

important because it is necessary to have occupancy in every strip, including those

at the edge of the detector. An example of a rock muon is shown in Figure 4.8.

For muons in the 0.1 − 10 GeV range, the energy deposit per cm is largely

independent of the muon energy. We require that the energy deposited by a muon

be the same in every strip of the detector, and calculate a correction factor for each

strip.

As strip-to-strip requires sufficient statistics to accurately determine the energy

in each channel, a calibration table typically represents at least 300,000 muons,
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Figure 4.8: A rock muon enters the front of the MINERvA detector and exits the
rear. The green line is the reconstructed track. The green circle is the reconstructed
start point, and the orange circle is the reconstructed end point. Each triangle is
one hit, with the color proportional to the energy deposit.

about one month of data in normal running conditions during the NuMI low-energy

era. The boundaries of these intervals of validity typically correspond to hardware

changes in the detector. Due to the limitation of statistics, not every hardware

change represents a new strip-to-strip interval of validity (IOV). Figure 4.9 shows

the uncalibrated energy in each channel for one IOV.

The calibration corrects to the ratio of energy per unit path length. The path

length calculation requires that the position of the planes is known to better than 1

millimeter in the direction transverse to the strips. Prior to calibrating the energy

scale, a set of alignment corrections is determined for each plane.
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Figure 4.9: The uncorrected truncated mean energy is plotted for each strip, ex-
pressed relative to the overall detector mean. The z-axis projection has a standard
deviation of 19.1%.

4.4.1 Plane alignment correction

The alignment corrections are generated by comparing the energy in a strip to the

point where the muon intersects the triangle base. In Figure 4.10, a hypothetical

muon track is drawn intersecting two adjacent triangular strips. To account for the

angle of the track, the energy is corrected for normal incidence by the multiplicative

factor

C =
pathnormal
pathactual

(4.2)
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Figure 4.10: A hypothetical rock muon intersects two adjacent strips.

where C is the correction factor, pathnormal is the normal-incidence path correspond-

ing to the base position and pathactual is the actual muon path length in the strip.

In Figure 4.10, pathnormal (pathactual) is shown by a dashed (solid) line. Figure 4.10

shows a two-dimensional projection of the muon path. The actual path can contain

a longitudinal component but the normal incidence path cannot.

The maximum normal-incidence corrected energy must occur where the normally

incident path is longest. In a perfectly-aligned detector this will be the center of

the strip. To determine the alignment shift, we look for the base position where

the energy is maximized. The plane is treated as a rigid object, with all 127 strips

shifted together. The procedure is sensitive only to shifts in the direction transverse
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Figure 4.11: (Left) The average energy is plotted against position along the triangle
base to calculate the total transverse shift. The rounded tip is due to the optical fiber
in the center of the strip which does not scintillate. (Right) The shift is computed
separately in slices of longitudinal position and fit to give the rotation.

to the strip direction. In addition to shifts, we correct for rotations about the z-axis

of the detector. This is done by performing an identical fit in slices of longitudinal

position. The resulting shifts are then fit linearly, and the rotation is given by

R = arctan
ds

dL
(4.3)

where R is the rotation in radians, L is the longitudinal position along a strip and

s is the shift calculated at that position. The fits are shown in Figure 4.11.

The alignment correction is static and does not need to be recomputed for every

interval of the strip-to-strip calibration. The resolution of the alignment is 0.3 mm

and 0.5 mrad on average, and further iterations do not improve the resolution. After

several years of data taking, the alignment was redone to test for shifts in the plane
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positions over long time periods. It was found to be consistent with the detector

not moving at all.

4.4.2 Plex and dead channels

After correcting the alignment, dead strips and errors in the “plex” map are identi-

fied. The plex maps electronics channels to physical detector strips, and problems

occur when optical fibers are flipped during installation. Dead strips are those that

report no energy, most commonly because the optical fiber is broken. In both cases,

these issues are identified by looking for tracks that pass through a strip and leave

no energy. For tracks with at least 2 mm of path length in a strip, about 5% will

not deposit energy in a healthy strip due to Poisson fluctuations to zero photoelec-

trons. For dead strips, the percentage is much higher, often near 100%. If there is a

fiber break along the strip, then it is possible to observe zero energy for some large

fraction of tracks but not 100%.

Any strip where greater than 30% of tracks with at least 2 mm of path length

result in no energy deposit is considered dead. This cut also removes a small number

of strips where the energy response is extremely low, and Poisson fluctuations to

zero PE are greater than 30%. These strips are not used in analysis in data or

in simulation. Occasionally, the failure is in the electronics, and a new PMT can

revive a strip. Approximately 60 of the 26,000 inner detector strips are dead. The

distribution of the fraction of tracks with at least 2 mm of path length and zero

energy is shown in Figure 4.12.

Plex map errors are identified by searching for pairs of strips where energy is

observed in one strip when a track passes through another. When this happens

consistently, it is an indication that the strips are swapped in the electronics, and
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Figure 4.12: The fraction of tracks that result in zero energy deposit. Channels are
considered dead if the fraction of tracks with zero energy is greater than 0.3. Healthy
channels typically have zero energy 5-7% of the time due to Poisson fluctuations to
zero photoelectrons, and the small peak near 1.0 is dominated by strips with broken
or damaged optical fibers.

the map is updated. There are approximately 150 inner detector strips where the

fiber is not coupled to the correct electronics channel. All of them are identified and

fixed by the algorithm prior to running the strip-to-strip calibration.

4.4.3 Strip-level correction with the truncated mean

The strip-level correction forces the truncated mean energy per unit path length

for through-going muons to be the same in every strip. The truncated mean is
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used to avoid sensitivity to radiative processes and nucleon knock-out, which are

dependent on the muon energy. The peak of the distribution of muon energy/cm

is due to minimum ionization and does not depend on muon energy. Fitting for

the peak requires a few thousand rock muons passing through a strip, while the

truncated mean calculation is reliable with only a few hundred. This is especially

important near the edges of the detector where there are fewer tracks. This allows

the calibration interval to be shorter, making it easier to split intervals when FEBs

are replaced, and improving the calibration of non-uniform scintillator degradation.

The truncated mean is computed iteratively. For the first iteration, the full mean

of hits from 0 to 20 MeV per centimeter path length is used. In each subsequent

iteration, the mean is taken considering events between 50% and 150% of the mean

from the previous iteration. The procedure converges after three or four iterations

but eight are used for redundancy. The calculated constants are normalized such

that the average constant is exactly 1.0 over all healthy strips in the detector. The

constant Ci for strip i is

Ci =
1
xi

1
N

∑
j

1
xj

(4.4)

where xi is the truncated mean energy in strip i, N is the number of good channels in

the inner detector and the sum in the denominator is over all good channels, indexed

by j. Only tracks with at least 2 mm of path length in a given strip are used. An

example of the energy per path distribution with the bounds of the truncated mean

for five iterations is shown in Figure 4.13.
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Figure 4.13: An example distribution of energy per path length. The truncated
mean is computed iteratively, with the bounds for each iteration shown as colored
vertical lines.

4.4.4 Plane-to-plane correction

The truncated mean is used for the channel-to-channel correction because its low

requirement of statistics. However, the ideal correction would be to equalize the peak

muon ionization energy in each channel, since this quantity is roughly independent

of muon energy. In a study integrating over long time periods and many strips, the

truncated mean was found to be 4% higher than the peak value on average. The

truncated mean is a good proxy for the peak if this 4% difference were consistent

across the entire detector since the normalization of the strip-to-strip constants is
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fixed.

Differences in the relationship between the truncated mean and the peak could

occur if the shape of the energy distribution is not consistent between channels.

Scintillator aging and absorber effects are expected to be among the leading causes

of such shape differences. Scintillator within a plane was manufactured and installed

at the same time, so aging effects might exist between planes but should be uniform

within a plane. In the downstream calorimeters, absorber effects are uniform across

a plane. In the nuclear target region, there are non-uniform absorbers that could

introduce differences in the propagation of secondary electrons within a plane. Also,

the side electromagnetic calorimeter could alter the distribution for strips which are

contained entirely in that region. These effects are expected to be small, so that

correcting to the peak plane-by-plane is sufficient.

By aggregating over the 127 scintillator strips within a plane, sufficient statistics

are accumulated to perform a fit for the peak energy. Separately, the truncated

mean procedure described in Section 4.4.3 is performed to extract the truncated

mean energy for the entire plane. The correction factor Ci for plane i is

Ci =

xi
pi

1
n

∑
k

xk
pk

(4.5)

where xi is the truncated mean energy averaged over a plane, pi is the fitted peak

energy for a plane, n is the number of planes and the sum in the denominator is

over planes. The product of Equations 4.4 and 4.5 gives the applied strip-to-strip

constant.

The fitted peak is determined by first fitting the energy per path length distri-

bution to a quadratic polynomial
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c0 + c2(x− c1)2 (4.6)

where c0, c1 and c2 are free parameters in the fit and x is the energy per unit path

length. The energy per path x is fit between the two values which correspond to

half the maximum number of entries, and the parameter c1 is constrained to take

values in that range. The results of the quadratic fit are used to seed parameters in

a fifth-order polynomial fit to the same distribution:

c0 + c2(x− c1)2 + c3(x− c1)3 + c4(x− c1)4 + c5(x− c1)5 (4.7)

where again the cns are free parameters. The seed value for c1 and c2 are taken from

the fitted value of the fit to Equation 4.6. An example of a very similar fit in the

absolute energy calibration is shown in Figure 4.19.

The calibration is iterative because applying a correction to the energy in each

strip affects the relative energy distribution of adjacent hits in the same plane. This

in turn affects the fitted position of a track in each plane, which affects the path

length in each strip. The calibration is improved by performing a second iteration

to account for these effects. To save processing time, except at the beginning of

a run period, the constants from the previous interval of validity are used as a

first iteration. Changes in the constants are small from one interval to the next,

except when hardware is replaced, so the previous interval is an excellent starting

point. Figure 4.14 shows the truncated mean energy per unit path length in units

of MeV/cm initially and after one iteration. Figure 4.15 shows the final calibrated

peak energy for each plane.
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Figure 4.14: The uncalibrated data has a width of σ = 19.1%, which decreases to
σ = 1.6% after the first iteration. The second iteration reduces the width to σ =
0.5%.

4.5 Absolute energy calibration

The absolute energy scale calibration ensures that the energy and photon statistics

are the same in data and simulation. The calibration sample consists of through-

going rock muon tracks which match to tracks in the MINOS detector with good

charge and momentum reconstruction. A simulated sample is generated from the

reconstructed muon four-vectors observed in data, such that the energy spectrum of

muons is identical in data and simulation by construction. The calibration measures

the relationship between photoelectrons and deposited energy, and two important
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Figure 4.15: The peak energy per unit path length is fitted for each plane. The
resulting peaks are fitted to a linear distribution with zero slope since the plane-to-
plane energy is expected to be flat. The p-value for this fit is 0.90.

quantities are extracted. First, the “light yield” (LY) factor which governs the

simulated photostatistics, and second, the muon energy unit or “MEU” factor, which

governs the energy scale in data and simulation.

The calibration uses the peak “cluster” energy due to muons. A cluster is a set

of adjacent hits in one scintillator plane, and a muon cluster is typically two hits

wide. The function used to determine the peak is the same as described in the text

leading to Equation 4.7. Muons are used because they deposit relatively little energy

as they traverse the detector, and this energy deposit is only weakly dependent on
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Figure 4.16: The peak cluster PE for rock muons in data decreases as a function of
time due to scintillator degradation. The gaps represent shutdowns where no beam
data was taken.

the energy of the muon itself.

The LY factor is the number of photoelectrons per MeV of muon energy deposited

in the MINERvA scintillator. It is a combination of the number of photons per MeV

from the scintillator, the absorption and re-emission by the fiber, and the quantum

efficiency of the PMT. This factor is determined by generating a simulated sample

with a trial light yield factor, and tuning the trial factor by the ratio of the peak

cluster PE in data to simulation. This is done in roughly 2-day intervals to correct

for a decrease in the light level with time due to scintillator degradation. This can
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Figure 4.17: After applying the absolute energy calibration, the cluster energy dis-
tributions agree in data and simulation.

be seen in the peak cluster PE for data, shown in Figure 4.16.

The MEU factor is the energy per photoelectron. It is determined so that the

peak cluster energy in data and simulation are equal to each other, and equal to

the true simulated energy. The shape of the true energy distribution can be seen in

Figure 4.18, and is very narrow compared to the reconstructed energy due to detector

resolution. For this reason, the true energy is not fit directly to determine the peak.

Instead, the simulated reconstructed energy distribution is fit to determine the peak,

and a correction is computed by fitting the reconstructed versus true energy to a

straight line. An example of the fit to reconstructed energy is shown in Figure 4.19.
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Figure 4.18: The true cluster energy distribution in simulation. The peak due to
minimum ionization is much narrower than the reconstructed distribution. The tail
is due to processes other than ionization.

An example of the linear fit of reconstructed and true energy is shown in Figure 4.20.

The fit is performed between 2 and 20 GeV only. As can be seen in Figure 4.18,

clusters with true energy less than 2 GeV are rare. There is a reconstruction bias

toward overestimating the cluster energy for these very low energy clusters because

clusters below 1 MeV are not used in the tracking algorithm and can be missed.

The cluster energy distributions in data and simulation after the calibration are

shown in Figure 4.17. The MEU factor is defined as
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Figure 4.19: An example of the fit used in the strip-to-strip and absolute energy
calibrations, shown here for reconstructed cluster energy in the absolute energy
calibration.

MEU = MEUtrial
EMC
reco

Edata
reco

EMC
true

EMC
reco

(4.8)

where MEUtrial is the trial MEU factor, Ereco is the peak reconstructed cluster energy

in data or Monte Carlo simulation, and Etrue is the true simulated energy. The first

factor comes from fits to the reconstructed energy distributions in Figure 4.17, while

the second factor is the slope in Figure 4.20.

The absolute energy calibration corrects the data and simulated energy scales

based on the energy deposition of a muon. It does not correct for the detector energy
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Figure 4.20: Reconstructed cluster energy in simulation as a function of true cluster
energy. The resulting linear fit is used as a correction.

response to other particles, nor does it account for energy due to neutral particles

that are not observed. The energy response due to pions, protons, and electrons

is studied in a miniature version of the MINERvA detector exposed to a beam of

hadrons of known momenta [96]. The test beam detector energy scale is set by a

procedure functionally identical to that used in the main detector, such that the

observed energy due to other particles can be directly applied.



4.6 Timing calibration 97

4.6 Timing calibration

The timing calibration corrects two effects. The first is a static timing offset for

each FEB, and the second is a pulse-height dependent effect called “time slewing.”

Each of MINERvA’s 507 FEBs has its own internal clock. Offsets between FEBs

are typically of order 10 ns, and must be corrected. These offsets do not drift

appreciably over time, but can change whenever the CRIM is power-cycled.

Each photon that arrives at the PMT photocathode is the product of two decays.

First, the scintillator fluor decays, emitting a photon which is then absorbed by the

fiber. Second, the fiber re-emits a photon, which is internally reflected inside the

fiber. The photon either traveled directly from its point of origin along the fiber

to the PMT, or it went in the opposite direction, and was reflected at the mirror

before traveling the entire length of the strip to the PMT. For low pulse-height

hits of just a few photoelectrons, these effects are significant. At higher number

of PE, the probability that the first PE is due to direct rather than reflected light

approaches unity, and the average decay time for the first PE goes to zero. Because

of this, the timing resolution is 10 ns for 1-2 PE hits, 3 ns for 6-12 PE hits due to

minimum ionizing particles, and approaches the 2.2 ns resolution of the electronics

asymptotically at very high pulse heights. Example timing distributions for different

pulse heights are shown in Figure 4.21.

In order to disentangle the electronics and the time slewing effects, the timing

calibration is iterative. In each iteration, the corrections from the previous iteration

are applied. Both outputs converge after several iterations, and 7 are used.
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Figure 4.21: Area normalized timing histograms for four PE bins corrected for
everything except time slewing.

4.6.1 The reference track time

The timing calibration sample consists of front-entering, through-going rock muons.

For each muon track, a reference time is computed. While the uncertainty on the

reconstructed time for a single hit is several ns, a much more precise time can be

computed by averaging over many hits along a track. The relative time between two

hits is known because the muon velocity is within 1% of the speed of light. Hit times

are also corrected for the light time-of-flight in the optical fiber, with an assumed

speed of 156 mm/ns based on a measured index of refraction of 1.923. The exact

point of the muon passing through the strip is known from the track fit, so the fiber
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path length is known precisely.

The reference time is the iterative, weighted truncated mean time of all hits

on the track. In each iteration, hits are considered if they are within 1 standard

deviation of the mean hit time from the previous iteration. In the first iteration,

hits are weighted by PE. In subsequent iterations, the weight is the inverse of the

standard deviation of the hits in that PE bin from the previous iteration. Hits below

3 PE are not considered.

4.6.2 Electronics offsets

The electronics offsets are computed for each block of 16 pixels, corresponding to one

TriP-t chip. Each FEB has four such blocks, and variation among TriP-t chips on

one FEB is typically less than 1 ns. The offset is calculated by forming a histogram

of the difference between the hit time and reference track time for each hit in a 16-

pixel block. At least 25,000 muons are used to create one calibration table, and since

in general each muon will deposit energy in two strips in each plane, approximately

12,500 hits in each block are used.

The offset is the iterative truncated mean of the histogram, computed in the same

way as the reference track time. For filling this histogram, hit times are corrected

for everything except the electronics offset. This includes time-of-flight of the muon,

time-of-flight of the light propagating in the fiber, and the time slewing correction

described in Section 4.6.3. In the first iteration of the timing calibration (not to

be confused with the iterative process by which the truncated mean is determined),

there is no time slewing correction to apply. In later iterations, the time slewing

effect is corrected, and the histogram for the electronics offsets becomes narrower.

This can be seen in Figure 4.22, which shows 4 examples of how the histogram for
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Figure 4.22: Electronics offsets at various point in the iterative timing calibration
for the first 16 pixels of board 0-1-0-2.

one block of 16 pixels progresses. This board appears to be offset by about one

clock tick (9.48 ns) early relative to the average over all boards in the detector. The

reference track time is computed using all hits, and therefore the average time of all

hits over any particular board is not necessarily equal to the reference time.

4.6.3 Time slewing correction

The time slewing correction is applied to hits based on their number of measured

PE, and is the same for the entire detector. Hits are corrected for time-of-flight,

and the electronics offsets are applied as measured in the previous iteration of the
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calibration. Hits are put into bins of PE that are 0.5 PE wide below 2 PE, 1 PE

wide from 2-30 PE, 2 PE wide from 30-40 PE, and 5 PE wide from 40-50 PE. Hits

above 50 PE are rare for rock muons and are placed into an overflow bin. In each

bin of PE, histograms are filled with the difference between the hit time and the

track reference time. A fit is performed using a convolution of a Gaussian and a

Landau distribution [97]. The Landau distribution accounts for the non-Gaussian

high-side tail. The peak of the Landau-Gauss fit is extracted.

The distribution becomes narrower and more Gaussian at higher pulse heights,

as the electronics resolution begins to approach the mean decay time of the scintil-

lator and fiber. It also shifts closer to zero. The time slewing correction is defined to

be zero at infinite PE. This definition is completely arbitrary, as it will be absorbed

into the board offsets in subsequent iterations of the calibration. Timing distribu-

tions corrected for everything except time slewing are shown in Figure 4.21 for four

example PE bins.

The Landau-Gauss peak is obtained for each bin. The peak is then fit as a

function of PE with a third-order polynomial in 1/
√
PE. The result of the fit can

be seen in Figure 4.23. The fit considers only the range from 2 to 50 PE to avoid

undefined behavior at 0 PE. Because of the pedestal subtraction threshold, no hit

is ever measured to have a pulse height below about 0.3 PE. For analysis, timing

of hits below 3 PE are not considered. The fit parameters are stored, and the time

slewing correction that goes into the calibrated hit times comes from the fit.

The hit time residual as a function of pulse height with all timing corrections

applied is shown in Figure 5.7.
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Figure 4.23: The Landau-Gauss peak time slewing in each bin of PE is fit to deter-
mine the time slewing correction.
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Chapter 5

Simulation

Event simulation in MINERvA consists of three parts. First, neutrino interactions

with the nuclei in the detector are simulated. Second, particles exiting the nucleus

are then passed to a detector simulation package, which propagates the particles

through the detector. Third, custom simulation software is used to mimic the read-

out of the detector and produce calibrated, time-stamped hits similar to what is

seen in data. Once this is done, identical reconstruction and analysis software is run

on data and simulation.

5.1 Neutrino interaction simulation

Neutrino interactions in the MINERvA detector are simulated with the genie (Gen-

erates Events for Neutrino Interaction Experiments) version 2.8.4 package [59]. A

specified number of protons on target are simulated. genie randomly selects neu-

trinos based on the flux simulation described in Section 3.2. A geometry description

of the MINERvA detector is constructed. This geometry includes the scintillator
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planes, the lead collar, the upstream nuclear targets, the liquid helium target and

cryostat, and even the air gaps inside the detector. Because MINERvA analyses

select events either from the tracker or the upstream nuclear targets, interactions

in the calorimeters are not simulated. Backgrounds from events originating in the

outer detector steel can be rejected by requiring that there not be any energy in

the outer detector. Due to the very large mass of the calorimeters as compared to

the tracker and nuclear targets (the hadronic calorimeter has a total mass of 146

tons, compared to 8.3 tons for the tracker), simulating events proportionally in these

subdetectors would be computationally expensive.

A ray is drawn in the neutrino direction, and an interaction point is chosen along

the ray at random, weighted by the total interaction cross section in the materials

intersected by the ray. Once the target atom is selected, an interaction type is chosen

randomly. By default, genie models quasi-elastic scattering, resonance production,

deep inelastic scattering, and coherent pion production, for both charged and neutral

currents. It also includes three rare processes: charged-current charm production,

neutrino-electron elastic scattering, and inverse muon decay νµe
− → νeµ

−.

The nuclear model used in GENIE is the relativistic Fermi gas (RFG) [52].

It assumes nucleons inside the nucleus are quasi-free, acting independently in the

mean field of the nucleus. The initial-state momentum of the struck nucleon inside a

nucleus comes from the Fermi distribution, modified with a high-momentum tail to

account for correlations between nucleons using the Bodek-Ritchie model [53, 54].

Quasi-elastic scattering is predicted using the Llewellyn Smith model [50], which

parameterizes the cross section in terms of nucleon form factors. Baryon resonance

production for hadronic invariant mass W < 1.7 GeV comes from the Rein-Sehgal

model [98]. Deep inelastic scattering is simulated with the Bodek-Yang model [99].
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For each process, the total cross sections at various neutrino energies are stored

in spline files. The splines are interpolated to form continuous functions, which are

called for the neutrino energy selected from the flux simulation in order to select

an event type. Once the event type is selected, the kinematics are generated. The

particles produced in the interaction are placed inside the target nucleus. They are

then passed to a module called INTRANUKE [59, 100]. This package simulates

final-state interactions (FSI), where hadrons produced in the neutrino interaction

subsequently interact while inside the struck nucleus. Some other event genera-

tors [25, 58] use a full intranuclear cascade model to simulate FSI. The model used

by MINERvA is the genie “hA” model, an effective cascade model, which repre-

sents the effect of the full cascade in a single interaction. Hadrons born inside the

nucleus in genie undergo either zero or one interaction. The INTRANUKE model

is tuned to external hadron-nucleus scattering data.

5.1.1 Simulation of kaon production

A summary of K+ production in genie is given in Table 5.1. Kaons are pro-

duced via the decays of baryon resonances as well as from hadronization in DIS

events. In genie, individual resonances are simulated only for hadronic invariant

masses W < 1.7 GeV, which is just above the K+Λ threshold. Most K+ origi-

nate in hadronization, the process of creating hadrons from the struck quark. For

1.7 < W < 2.3 GeV, the hadronization model is a parameterization based on Koba-

Nielsen-Olese (KNO) scaling [101]. PYTHIA6 [102] is used for W > 3.0 GeV. In the

intermediate region 2.3 < W < 3.0 GeV, the AGKY model [103] governs the tran-

sition between KNO and PYTHIA6. Parameters which control the rate of strange

particle production in hadronization are tuned such that rates of Λ and K0
S pro-
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νµN → µ−K+N In genie version 2.10 and later
νµN → µ−∆→ µ−K+Y
νN → ν∆→ νK+Y

In genie for W < 1.7 GeV

νµq → hadronization → µ−K+Y
νq → hadronization → νK+Y
νµq → hadronization → µ−K+K̄
νq → hadronization → νK+K̄

KNO (1.7 < W < 2.3 GeV)
AGKY (2.3 < W < 3.0 GeV)

PYTHIA6 (W > 3.0 GeV

νN → non-strange FSI
→ K+X not simulated

Table 5.1: A summary of K+ production reactions simulated in genie. Muon-flavor
CC reactions are listed, but the analogous electron-flavor process also occurs. In the
table, N is a nucleon, Y is a hyperon, and K̄ is a K− or K̄0.

duction on deuterium and nuclei agree with BEBC [60, 61, 62, 63] and Fermilab

15’ [64, 65] bubble chamber measurements as a function of W .

In principle, the K+ rate in genie could be modified by changing the total DIS

rate. However, the DIS cross section, unlike the cross section for K+ production

in particular, is well constrained by data at high neutrino energy. There are three

parameters in genie which control the rate of K+ production relative to other

particles in DIS. In the KNO and AGKY portions of the hadronization model, the

probability to produce a strange baryon is

0.021951447 + 0.041969985 logW, (5.1)

and is cut off at 1.0 arbitrarily, which is entirely irrelevant since the cutoff corre-

sponds to a hadronic invariant mass of 1011 GeV. These parameters come from fits

to data with 10-30% uncertainties, and are not really known to a few parts in 108

as the precision would suggest. Because these parameters control Λ and Σ baryons

in associated production, they effectively also control the strange meson (either a

K+ or K0) produced along with the baryon. There are also parameters that control
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meson pair production. When the available phase space allows it, π+π− pairs are

produced 63% of the time, with π0π0 at 31%, and K+K− and K0K̄0 at 3% each. At

higher W, there is a parameter called s which controls the suppression of ss̄ pairs

relative to dd̄ pairs being pulled from the vacuum in PYTHIA. It is set to 0.30 in

genie based on the bubble chamber data at high W . In NUX [104], the genera-

tor used in the NOMAD experiment which also measured K0 and Λ production,

PYTHIA was also used for high-W hadronization but with s set to 0.21.

Kaon rescattering was added to the INTRANUKE FSI model in version 2.8.0,

and is tuned to data from Bugg et al. [105] and Friedman et al. [106]. Charge ex-

change processes are not included for kaons, but are part of the model for pions. K+

absorption is forbidden due to strangeness conservation because it has strangeness

S = 1 and strange baryons are all S = −1. Processes such as π+n→ K+Λ, in which

a K+ is produced in association with another strange particle, are not simulated in

genie. The only effect of FSI on K+ production in genie is to decrease the K+

energy when it rescatters. The number of K+ in the final state is never modified by

FSI in genie 2.8.4.

Figure 5.1 shows the total cross sections in genie 2.8.4 for K+ production with

K+ kinetic energy less than 600 MeV. The cross sections are broken up into res-

onance production and DIS, with DIS further subdivided into KNO, AGKY, and

PYTHIA components. For the flux of MINERvA, the number of events from KNO,

AGKY, and PYTHIA are approximately equal.

5.1.2 Single kaon production in genie

genie 2.8.4 has no model for strangeness-nonconserving processes. Single kaon

production, νµN → µ−K+N , is an important contribution to the total K+ cross
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Figure 5.1: Charged-current (left) and neutral-current (right) totalK+ cross sections
as a function of neutrino energy for TK < 600 MeV only, broken up based on which
model was used to generate the event. The NC plot includes the antineutrino flux
and combines neutrino and antineutrino events.

section at low neutrino energies (1-3 GeV). With no final-state hyperon, this process

has a threshold of 0.8 GeV for free nucleons, compared to 1.2 GeV for associated

K+ production. Near threshold, this process could contribute to the background for

p→ K+ν̄ if the µ− is below Cherenkov threshold and captures.

Single kaon production is predicted by Alam et al. [107]. The model includes

four diagrams, shown in Figure 5.2. The contact term (top-left) is largest in this

model, and is actually larger than the total cross section but interferes destructively

with the other diagrams. The kaon pole term (top-right) is essentially a W boson

fluctuating to a kaon, which is subsequently brought on-shell by an interaction with

a nucleon. This term is suppressed by the lepton mass and contributes negligibly

to the total cross section. In the u-channel cross baryon diagram (bottom-left), the

reaction proceeds by an intermediate-state Λ or Σ baryon. There is no s-channel

with such an intermediate state due to the lack of baryons with S = 1 (in the

analogous antineutrino reaction ν̄µN → µ+K−N , this diagram does contribute).
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Figure 5.2: Feynman diagrams for single kaon production considered in the model
described in Ref. [107]. In reading order: the contact diagram, kaon pole diagram,
cross baryon diagram, and meson in-flight diagram.

Finally, the meson in-flight term (bottom-right) involves the exchange of a pion or

eta meson.

While the figures in Ref. [107] show only one-dimensional cross section predic-

tions, the model is in four dimensions. It gives the four-vectors of the outgoing

lepton, kaon, and nucleon. Four-momentum conservation and rotational invariance

about the neutrino axis reduce the dimensionality from nine to four. It never pro-

duces additional final-state hadrons, which is not realistic at higher W . As the

neutrino energy increases, it is expected that additional pions would be added to

the final state, for example νµN → µ−K+π0N or νµN → µ−K+π+π−N . The cal-

culations in Ref. [107] are valid at low neutrino energy, and the range of validity

suggested by the authors is up to 2 GeV. At high neutrino energies, the chiral

perturbation theory used in the model breaks down.

This prediction is implemented in genie beginning with version 2.10.0 [108], for

neutrinos only (not for antineutrinos), as an optional model. In version 2.10, the
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suggested range of validity is ignored, and the model will generate valid events at

any neutrino energy, including highly unlikely two-hadron final states at very high

W .

For the MINERvA analyses, an alternate simulated sample is constructed by

including the ∆S = 1 events generating using genie 2.10.0, and weighting down

the ∆S = 0 events generated using genie 2.8.4 in order to preserve the total cross

section as a function of W . Strange particle production in genie is tuned to data as

a function of W , and this procedure attempts to preserve that tuning. An empirical

fit to the simulated cross sections gives

σ∆S=1(W )

σ∆S=0(W )
≈ −0.016 +

0.28

W 1.09
. (5.2)

The weight applied to all ∆S = 0 events with W < 4 GeV is given by

wgt = 1− σ∆S=1(W )

σ∆S=0(W )
. (5.3)

Events with ∆S = 0 are weighted down by an average of 7.7% to preserve the

total K+ production cross section when the ∆S = 1 events are added. A comparison

of the cross sections for ∆S = 0 and ∆S = 1 K+ production as a function of K+

kinetic energy is shown in Figure 5.3.

5.2 Detector simulation

The detector simulation begins with a Geant4-based program to simulate energy

deposits in the active material of MINERvA. Then, a custom program converts

those energy deposits into recorded hits similar to those observed in data.
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Figure 5.3: The cross section for single kaon production is shown as a function of
K+ kinetic energy compared to the total associated production cross section.

5.2.1 Geant4 simulation

The final output of the genie stage of the simulation is a list of particle four-

vectors as they exit the nucleus. This is passed to the Geant4 (GEometry ANd

Tracking) program [74, 75], which steps particles through the detector medium.

Version 9.4.p02 is used in MINERvA. For the Geant stage, the full detector geometry

is used, including the downstream calorimeters and outer detector. In addition, a

distinction is made between active material (scintillator), where energy deposits will

be recorded, and passive materials, where they will not be.

In the MINERvA simulation, Geant steps particles 1 mm at a time. At each
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Figure 5.4: The K+-carbon inelastic cross section in Geatn4 version 9.4.p02 does
not agree with external data at low energy.

step, a decision is made randomly whether to have the particle interact, decay, or

simply continue to propagate, depositing ionization energy if it is charged. These

decisions are made based on cross sections compiled in a “physics list.” MINERvA

uses the QGSP BERT list, which combines the quark gluon string precompound

(QGSP) model [109] with a Bertini cascade [80, 81]. For particles produced in

neutrino interactions given the MINERvA flux, the QGSP portion of the model is

rarely used. It covers pion, proton, neutron, and kaon interactions above about 10

GeV/c of momentum. The Bertini cascade is used below 10 GeV/c, and like genie’s

INTRANUKE model it is tuned to hadron-nucleus scattering data where available.
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The K+-carbon inelastic cross section in the Geant4 version used by MINERvA

has an unphysical wiggle at low K+ kinetic energy and is in disagreement with

external data [105, 106]. Figure 5.4 shows the elastic and inelastic components

of the cross section. Between 200 and 400 MeV, the data rises slowly while the

Geant4 prediction increases rapidly before falling back into agreement with total

cross section data between 400 and 800 MeV. Kaon interactions in the MINERvA

detector affect the measured K+ kinetic energy and are very important for the

measurement of the K+ spectrum.

To correct for this feature, a weight is applied to simulated events based on

whether the K+ scatters inelastically, elastically, or not at all, according to Geant4.

The weights are given in Eq. 5.4:

Winel =
1− e−ρxσtotdata
1− e−ρxσtotgeant

× σineldata

σtotdata
×
σtotgeant
σinelgeant

Wel =
1− e−ρxσtotdata
1− e−ρxσtotgeant

× σeldata
σtotdata

×
σtotgeant
σelgeant

Wnone = e−ρx(σtotdata−σ
tot
geant),

(5.4)

where ρ is the density of the tracker and x is the distance traveled by the K+.

The Geant4 prediction σelgeant (σinelgeant) is taken from a spline fit to cross sections

determined by counting elastic (inelastic) interactions in a simulation of K+ incident

on a thin carbon target. The total cross section prediction σtotgeant is the sum of the

elastic and inelastic components. The data constraint σtotdata is a parameterization

of K+-carbon total cross section measurements [105, 106]. The inelastic constraint

σineldata is a parameterization of reaction cross section data [106], and includes nucleon

knock-out. The elastic component σeldata is not measured directly. Its shape as a
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function of K+ energy is taken from Geant4, and it is normalized to agree with the

average difference between the total and inelastic data. Scattering on other nuclei in

the tracker is reweighted based on the carbon data and A-dependent nuclear effects

are not considered.

For events with K+ kinetic energy less than 600 MeV, 16% undergo only elastic

scattering (reduced to 10% by reweighting), 28% experience inelastic reactions (in-

creased to 34%), and the remaining 56% of events have no K+ interaction. After

reweighting, the inelastic and total scattering cross sections as a function of kaon

energy agree with external K+-carbon scattering data, as shown in Fig. 5.5. The

wiggle is not present in the newest version of Geant4 10.0 [110].

5.2.2 Data overlay

Simulated events in MINERvA are overlaid with data gates prior to reconstruction.

This is done primarily to simulate pile-up, where two neutrino interactions in the

same beam spill overlap in space and time to fool the reconstruction, or to cause an

event to not be reconstructed. The data overlay occurs prior to the creation of time

slices, described in Section 4.3. The effect of pile-up on the K+ event selection is

discussed in Section 6.2.

A second effect of the data overlay is the implementation of time-dependent

calibration constants in the simulation. Data is selected at random, weighted by the

number of protons on target. The calibrations used in the data gate that is overlaid

on a simulated interaction is are also used in the simulation. Two important time-

dependent effects are the light level and dead channels. The light level decreases with

time, reducing the number of observed photoelectrons and increasing the statistical

fluctuations in the number of PE. Dead channels encountered in data are masked
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Figure 5.5: Kaon interactions predicted by Geant4 are reweighted to agree with
external data from Bugg et al. [105] and Friedman et al. [106] on the total and
inelastic scattering cross sections on carbon.

in the simulation, and energy deposited in those strips by the Geant simulation is

ignored.

5.2.3 Readout simulation

The goal of the readout simulation is to make the simulated quantities as realistic

as possible. It begins with true energy deposits in active materials from Geant4,

and “decalibrates” those energy deposits, essentially inverting the calibration pro-

cedure described in Chapter 4, to arrive at raw ADC counts. There, the pedestal

suppression and discriminator thresholds are applied, as they are in data. Finally,
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the raw counts are calibrated by the same procedure as in the data to arrive at the

reconstructed simulated energy.

5.2.4 Optical model

Light is simulated using Birks’ law [111], which governs the relationship between

ionization energy and light emitted by a scintillator:

dL

dx
= L0

dE
dx

1 + kB
dE
dx

, (5.5)

where L is the amount of light, dE/dX is the energy deposited per unit distance, and

kB is Birks’ constant. The base level L0 is the light observed when dE/dx is small

and the light is proportional only to the energy deposited. The value of L0 used

in the MINERvA simulation is 8000, though regardless of the chosen value of L0,

the light yield factor determined from data in the absolute energy scale calibration

will give the number of photoelectrons. The Birks’ constant kB is found to be

0.0905 ± 0.0150 by analyzing a sample of stopping protons in the MINERvA test

beam detector, which uses the same scintillator as MINERvA [96].

The Birks-suppressed light is converted to a mean number of photoelectrons

using four factors. First, the number of photons is divided by the strip-to-strip

factor. Second, the number of photons is multiplied by the total attenuation. The

green fiber “baggie” attenuation and clear fiber attenuation depend only on the

strip number. The attenuation in the scintillator strip is applied based on the true

location of the energy deposit. Half of the light is assumed to travel directly to

the readout end of the strip, while the other half travels to the mirror then reflects

before traveling the length of the strip. Third, the photons are converted to PE by
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multiplying by the light yield factor.

The fourth and final factor is a channel-to-channel smearing factor. This is a

deliberate smearing applied to bring the width of the simulated energy distribution

for rock muon clusters into agreement with data. The channel scale factors are

determined randomly from a Gaussian with µ = 1.0 and σ = 0.0557. The value of σ

is determined empirically by generating simulated samples with Gaussian smearing

of different widths between 0.0 and 0.1 in steps of 0.005. The χ2 between data and

each simulated sample is calculated, and the optimal channel-to-channel smearing

is determined from a fit to be 0.0557. The smearing represents the total uncertainty

in the entire calibration procedure. The uncertainty in the strip-to-strip constant

for a single strip is estimated to be 1.5%. There is also an observed statistical

fluctuation in the measured gain for a single pixel of 3-5% that decreases when more

light injection data is used. The 0.0557 comes from a combination of these, as well

as possibly other sources.

The actual number of photoelectrons is then chosen randomly from a Poisson

distribution, with mean equal to the Birks-suppressed number of photons multiplied

by the four factors described above. Timing is not generated from a photon by

photon model, but instead from a parameterization described in Section 5.2.6.

5.2.5 PMT and ADC model

The photoelectrons output by the optical model are then simulated in the photomul-

tiplier tube in a PMT model. The primary purpose of this stage of the simulation

is to add cross-talk. The signal is also amplified by the channel gain as measured in

data at the time of the overlaid data gate.

Cross-talk is when a signal from one channel leaks onto another. It is dominated
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Figure 5.6: Optical cross talk is weaved from neighboring channels on the PMT to
strips in the detector that are not adjacent.

by “optical cross-talk,” when light from a fiber that is meant to be coupled to

a channel results in photoelectrons on a neighboring channel on the PMT face.

Channels that are neighbors on the PMT are “weaved” so that the scintillator strips

they instrument are not adjacent, making it possible to algorithmically suppress

cross-talk hits. An example of this is shown in Figure 5.6. A smaller effect is

“dynode chain cross-talk,” where secondary electrons from one dynode are ejected

at an angle and cause a cascade in a neighboring channel.

The amount of cross-talk differs between different PMTs. For example, if the

PMT photocathode is misaligned with the optical fibers in a particular PMT, higher

cross-talk would be expected. The cross-talk level is measured in situ from a sample

of rock muons with no other activity in the time slice. Small energy deposits not

on the muon track are assumed to be cross-talk. A source channel is identified by

looking at hits that are reconstructed along the muon track. The total attenuation-

corrected PE in strips which correspond to pixels adjacent to the source is summed,
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and the cross-talk fraction is obtained by dividing the total cross-talk PE by the

source PE. A scaling factor is determined for each PMT in data and applied to

the simulation. After signals have been amplified and cross-talk hits added, a ran-

dom amount of electronics noise is added to the event. Cross talk simulation and

identification is described in detail in Ref. [87].

The ADC model digitizes charges from the PMT using the three gain ranges,

which can be seen in Figure 4.5. A pedestal “sparsification threshold” cut is applied,

and only hits which exceed the pedestal mean by at least three standard deviations

are kept. This imposes a minimum PE threshold of approximately 0.3, similar to

what is seen in data. The hit times are also digitized into “ticks” and “quarter ticks”

where the finest timing is in units of 2.2 ns. Hits are discarded if they occur during

the dead time window of a previous hit. For simulated hits, it is extremely unlikely

that a hit will be discarded due to dead time from a previous simulated hit because

the time scale of one simulated event is much smaller than 151 ns. However, data

overlay hits are also considered, and simulated hits can be removed when they occur

during the dead window that is induced by data overlay.

Finally, the fully-decalibrated raw hits are passed back through the calibration

chain described in Chapter 4.

5.2.6 Timing simulation

The timing simulation is data-driven. True hit times are digitized in the ADC

model, and a smearing term is added based on the results of the timing calibra-

tion. A random smearing is selected for each hit directly from the histogram of the

difference between the hit time and reference track time for that bin of PE. The

two-dimensional histogram used to smear the simulated hit times is shown in Fig-
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Figure 5.7: The histogram used to smear simulated hit times, derived directly from
the timing calibration in data.

ure 5.7. It is the result of applying all time-of-flight corrections, the board offsets,

and the time slewing correction described in Section 4.6, and represents the best

guess at the true hit time. The residual is widest and most asymmetric at low pulse

heights.
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Chapter 6

Reconstruction and event selection

Reconstruction in MINERvA is divided into two stages. The first is the general

reconstruction, which is independent of the specific neutrino interaction channel

being studied. In this stage, long charged particle tracks are formed, and matching

tracks in the MINOS near detector are identified. The neutrino interaction point,

called the “primary vertex,” is also selected. The second stage is analysis-specific

reconstruction. Results are reported for three different signal definitions:

1. Charged-current K+ production: at least one K+ exiting the nucleus, exactly

one µ−, and any other particles.

2. Neutral-current K+ production: at least one K+ exiting the nucleus, zero

charged leptons, and any other particles.

3. Charged-current coherent K+ production: exactly one K+ and one µ−, recoil

nucleus intact.

In all three cases, the analysis-specific reconstruction begins by identifying a K+

decay-at-rest candidate using timing information. After the K+ has been selected,
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events are separated into the three categories based on the presence or absence of a

long track consistent with being a µ−, and coherent events are identified by looking

for the absence of nuclear break-up. The charged- and neutral-current analyses are

qualitatively similar and will be described together in this chapter. The coherent

analysis is very different and is described in Chapter 8.

6.1 General reconstruction

Hits in adjacent strips are grouped into clusters. These hits are typically due to a

single charged particle, which traverses two strips as it passes through a scintillator

plane because of the strips’ triangular shape (see, for example, Figure. 4.10). Clus-

ters are formed from one or more strips. For multi-hit clusters, the position is the

energy-weighted centroid of the strips in the cluster. For muon tracks, the cluster

position resolution is 3 mm, while the strip centers are 17 mm apart.

Clusters are then classified into five categories: low-activity, trackable, heavy

ionizing, supercluster, and cross-talk candidate. Examples of energy deposition

patterns and the resulting cluster classification are shown in Figure 6.1. Low-activity

clusters are those with total energy deposits less than 1 MeV. A trackable cluster

is what would be expected from a minimum ionizing particle. It must have energy

between 1 and 12 MeV, with 1-3 adjacent strips at or above 0.5 MeV. Heavy ionizing

clusters are similar to trackable clusters but have no maximum energy. These clusters

are often found near the endpoint of hadron tracks, with large but narrow energy

deposits. Superclusters are those with more than 1 MeV of energy that do not

meet the criteria for trackable or heavy ionizing clusters. Typically this is because

there are 4 or more strips with more than 0.5 MeV. Superclusters are common in
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Figure 6.1: Examples of different energy deposition patterns, and the category to
which the cluster is assigned in each case. Figure from G. Perdue.

developing electromagnetic showers. Finally, cross-talk candidates are identified by

using the plex to project the pattern of energy deposits in a plane onto the PMT face,

and looking at correlations between neighboring pixels. Low-energy hits in strips

that are not adjacent to any other illuminated strip, but are adjacent to a large

energy deposit on the PMT face, are typically due to cross-talk and are identified

as such. There is no fixed energy range for cross-talk candidates but the hits are

generally low energy. On average, 4% of a hit’s charge will cross-talk to other pixels,

so a cross-talk candidate cluster will be below 1 MeV unless the parent hit is larger

than 25 MeV.

Track formation begins by identifying “seeds” where three clusters in consecutive

planes of the same orientation form a two-dimensional line in either the XZ, UZ, or
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VZ plane. Any three clusters can form a seed, so that the same cluster can be part

of multiple track seeds. Then, seeds of the same view (X, U, or V) are merged if

they have consistent slopes and intercepts to form two-dimensional tracks. The 2D

track candidates are then stitched together to form three-dimensional objects. First

a “three-view” track is formed if a 2D track in each of the three projections is found

with the same longitudinal extent and consistent with a single three-dimensional

line. After this is done, remaining 2D tracks are combined into “two-view” tracks if

they are consistent with a 2D track in one other view. Additional clusters are then

added in the third view. This second method is used when two tracks overlap in one

view. All tracks are fit with a Kalman filtering algorithm that allows for multiple

scattering [112]. Only trackable and heavy ionizing clusters are initially considered

by the tracker. After the track is found, superclusters which intersect the track are

added. The tracking algorithm is described in more detail in Ref. [4].

Separate from the MINERvA software, tracks are reconstructed in the MINOS

near detector. Tracks exiting the rear of MINERvA are compared with tracks en-

tering the front of MINOS. Matches are identified when the slope and intercept of

a MINERvA and MINOS track match, and the tracks occur at the same time.

A MINOS-matched track is assumed to be a muon in the MINERvA reconstruc-

tion, and is treated as the “anchor” track in an event. The most upstream point

on the anchor track is the initial guess for the neutrino interaction point. Other

tracks are dissolved, and a second search is performed that is anchored to the muon

vertex. If other tracks are found, the primary vertex is refit, and set to the point of

closest approach of the tracks. Track matching residuals are shown in Figure 6.2.

The timing residual is shown in Figure 6.3. Tracks are considered matched when

the timing difference is within ±50 ns.
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MINERvA X
-1 ± 20 mm

MINERvA Y
-2 ± 19 mm

MINOS Y
2 ± 23 mm

MINOS X
1 ± 23 mm

Figure 6.2: Track matching resolutions (MINERvA track - MINOS track position)
for the horizontal coordinate (left) and the vertical coordinate (right), projected to
the rear of MINERvA (top) and to the front of MINOS (bottom). Figure from J.
Chvojka.

6.2 Charged kaon reconstruction

Kaons are selected by reconstructing the timing signature of a K+ decay-at-rest.

This requires that the K+ stop inside the tracker or electromagnetic calorimeter. If

the K+ stops in the hadronic calorimeter, 90% of the energy from its decay products

is deposited in passive material and the K+ cannot be reliably reconstructed. Non-

interacting kaons with more than 600 MeV of kinetic energy typically reach the

hadronic calorimeter and cannot be reconstructed using this timing-based technique.

High-energy kaons are reconstructed only when they interact inelastically inside the

tracker, in which case the range-based kinetic energy measurement is poor.

The timing signature reconstruction begins with a search for activity in the

detector that is delayed in time with respect to the neutrino interaction, consistent
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Figure 6.3: Track matching timing resolutions (MINERvA track - MINOS track
time).

with the 12.4 ns K+ lifetime, and consistent in energy with the products of a K+

decay-at-rest (see Table 2.1). First, we search for a fully-reconstructed K+ → µ+

decay, which occurs in 64% of K+ decays [5]. The tracking algorithm described

in Section 6.1 is run anchored to the endpoint of all tracks that originate from

the primary vertex. When secondary tracks are found, the event is classified as a

“kinked track” event. An example of such an event is shown in Figure 6.4. If no

kinked track is found, hits not associated with any tracks are grouped into narrow

bunches in time, called “time slivers,” described in detail in Section 6.2.2. Events

are accepted if there is a delayed time sliver that is spatially near the endpoint of

a K+ track. We also search for delayed time slivers near the neutrino interaction
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Figure 6.4: A νµ-induced charged-current K+ candidate in MINERvA data is viewed
from above. The beam is angled into the page at 3.5◦ with respect to the horizontal
axis. Each colored triangle represents one hit, a time-stamped energy deposit in
a single scintillator strip. The color represents the hit time, relative to the recon-
structed time of the interaction. The green circle is the event vertex, orange circles
are reconstructed track endpoints, and the blue circle is a track kink. The green lines
are reconstructed tracks. The kinked track is the K+ candidate. The longest track
is the muon candidate and is matched to a negatively-charged track in MINOS. The
second segment of the kinked track is a µ+ from the decay-at-rest K+ → µ+νµ, with
a time gap between the two segments of 18 ns. The remaining particles are likely
the decay products of Σ+ → π+n, where the π+ is the other track and the detached
hits are proton products of a scattering neutron.

vertex. This extends the acceptance to K+ with very small kinetic energy. These

two samples are combined with additional selections to purify the K+ content. The

kaon selection methods are described in detail below.

6.2.1 Kinked track reconstruction

Topologically, kinked tracks due to K+ → µ decay are similar to pions which un-

dergo a hard scatter in the detector and abruptly bend. Pions and protons vastly

outnumber kaons in MINERvA, so the background is very large. Timing is the key
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to distinguishing between these two cases. Hit times are corrected for time-of-flight

and fit under two hypotheses. In the first hypothesis, the two segments are assumed

to have the same true time, as would be the case for an interacting pion or proton.

In the second hypothesis, the true times of the two segments are allowed to float

independently. For signal events, the second segment is due to the µ+ from K+

decay, and will be late in time relative to the first segment, which is the K+ track.

The probability density functions used in the timing fit are identical to those used

in the simulation and examples are shown in Fig. 6.5. The fit maximizes the sum

over all hits of the natural logarithm of the probability density. By construction,

the two-parameter kaon decay hypothesis always gives a better fit. When the true

time of the two segments is very small, the two hypotheses fit equally well, and the

value of the log-likelihood is small. True decaying kaons will fit very poorly under

the hypothesis where the two times are equal and result in a large log-likelihood

score. Events are selected if the log-likelihood ratio is greater than 20.

An example signal candidate data event is shown in Fig. 6.4. The time gap

distribution for a background-rich sample, and the log-likelihood ratio distribution,

are shown in Fig. 6.6. The peak in the time gap plot is slightly below zero because

the time-of-flight correction assumes a low-energy stopping kaon. Backgrounds with

small time gaps are primarily due to hadron interactions in the detector. Pion

interactions πC → πX, where both segments of the kinked track are pions, will

have small time gap and small log-likelihood ratio. Other interactions include proton

knockout, πC → pX, where the second segment is a proton. These events will also

have small time gaps. The low-side tail in Figure 6.6a is due to events where the

track direction is truly backward but is reconstructed as forward. In these events,

the first and second segments are reversed, and the time-of-flight correction goes in
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Figure 6.5: The probability density functions used in the simulation and for the
timing fit are constructed using through-going muons in data. Three bins of PE are
shown here as an illustration; in the actual fit, finer bins are used.

the wrong direction.

6.2.2 Time slivers

The slivering algorithm is very similar to the time slicing algorithm described in

Section 4.3. Time slices are due to different neutrino interactions in the same 10

µs beam spill. Within each time slice, time slivers are formed. The goal of forming

time slivers is so that a K+ and its decay products are in two different slivers. When

two neutrino interactions occur between ∼ 10 and ∼ 100 ns apart in time, they will

be reconstructed in the same time slice but in different time slivers.



6.2 Charged kaon reconstruction 130

Kinked track time gap (ns)
-5 -4 -3 -2 -1 0 1 2 3 4 5

E
ve

n
ts

 p
er

  1
 n

s

0
2
4
6
8

10
12
14
16
18
20
22

310×

O
ve

rf
lo

w

 X+ K-µ → Tracker µν

Data

 signal+CC K

 > 600 MeV+CC K

 X+NC K

 in detector+K
+No K

MINERvA
Statistical Errors Only

3.51E20 POT

a

 log-likelihood ratioπK/
0 50 100 150 200 250 300 350

E
ve

n
ts

 p
er

 1
0 

1

10

210

310

410

510

O
ve

rf
lo

w

 X+ K-µ → Tracker µν

Data

 signal+CC K

 > 600 MeV+CC K

 X+NC K

 in detector+K
+No K

MINERvA
Statistical Errors Only

3.51E20 POT

b

Figure 6.6: (a) The time gap between primary and secondary segments of a kinked
track. The peak region is mostly due to interacting pions, where the deficit in data
relative to simulation is consistent with other results indicating an overprediction in
genie’s pion production model [113]. (b) The log-likelihood ratio of the fit described
in the text separates stopping kaons from interacting hadrons. The arrow shows the
selection of events with log-likelihood ratio greater than 20.

Time slices Time slivers
Window width 80 ns 5 ns

Hit metric PE weight defined in text
Threshold 10 PE 1.5 units

Minimum total 30 PE 1.5 units

Table 6.1: A summary of the differences between time slices and time slivers. The
weight used in sliver formation is defined in the text.

In both algorithms, a fixed-width window slides forward in time. When the sum

of all hits in the window exceeds a threshold, a slice or sliver is opened. The window

continues to slide forward until the threshold is no longer met, and then the slice or

sliver is closed. The differences between slice and sliver formation are summarized

in Table 6.1.

The granularity of the search is defined by the width of the sliding window.
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For the separation of different neutrino interactions in the same beam spill into

time slices, this granularity is 80 ns. For the separation of a K+ and its decay

products into time slivers, a 5 ns window is used. In addition to the finer sliding

window, a different metric is used to weight hits. For time slices, the total number

of photoelectrons must exceed 10 in the 80-ns window for a slice to be opened, and

a slice is kept only when the total exceeds 30 PE.

For time slivers, a weight is calculated based on the width of the timing res-

olution in bins of PE. In each bin of PE, the RMS of the timing residual from

Figure 5.7 is computed. A parameterization to the RMS as a function of PE is de-

termined empirically to be 1.554 + 14.458/PE. Rather than weight by the number

of photoelectrons, hits are weighted by the inverse of this fit:

wgt =
1

1.554 + 14.458/PE
. (6.1)

The threshold for a time sliver is 1.5 units of this weight. A sliver is opened when the

total weight in a 5 ns window exceeds 1.5. The window is slid forward in time, and

closed when the threshold is no longer met. An example of an event reconstructed

by finding time slivers is shown in Figure 6.7. In this event, the K+ decays to π+π0.

A kinked track is not found because the π+ is very short. Two time slivers are

identified, and indicated by hits colored blue for the earlier sliver and red for the

delayed sliver. The detached red hits are due to photons from the π0 decay.

A sliver is considered a K+ decay product candidate if its best-fit time is at least

9 ns later than the time of the stopping K+ track candidate. The distribution of the

time gap between the sliver containing the K+ candidate and the sliver containing

the decay products is shown in Figure 6.8a. Slivers with small time gaps relative to
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Figure 6.7: An event where no kinked track is reconstructed, but a K+ is identified
because the event is split into two time slivers. Hits colored in blue are in the first
sliver, while red hits are in the second sliver 15 ns later. The event is from data,
and the particle labels are the best guess of the author.

the track are typically due to interacting pions or protons, or due to other activity

from the primary neutrino interaction. About half of true stopping kaons are rejected

because the decay occurs promptly and cannot be separated from the much larger

background from interacting hadrons.

6.2.3 Low-energy K+ scan

Events can be accepted even in the absence of a K+ track. When no stopping track

is found, delayed time slivers are considered kaon decay candidates if they are at

least 11 ns later than the time of the muon track, and spatially near the neutrino

interaction point. This selection can be seen in Figure 6.8b. This extends the accep-

tance to K+ kinetic energies below the tracking threshold, which is approximately
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Figure 6.8: (a) The time gap between the K+ endpoint and K+ decay sliver for
tracked events. (b) The gap between the reconstructed primary vertex time and the
K+ decay product time for vertex sliver events. In both plots, the cuts on sliver
energy, number of hits, and distance are applied.

100 MeV. Events selected by this method are scanned using the Arachne event vi-

sualization program [114], and a straight line is drawn by eye connecting the start

of the muon track to the nearest delayed energy deposit. The K+ kinetic energy

is estimated from the length of the line segment measured in g/cm2 based on the

simulation. An example of a “vertex sliver” event is shown in Figure 6.9.

Multiple independent visual scans were carried out on a sample of data and sim-

ulated events mixed together randomly, such that the scanner had no knowledge

of whether a given event came from data or simulation. A control sample of 500

events was scanned by all scanners and used to estimate the level of disagreement

between scanners in the amount of material the K+ passed through. The aver-

age disagreement over the 500-event sample corresponds to 18 MeV of kaon kinetic

energy. Potential systematic biases between individual scanners were studied and

determined to be much smaller than the 18 MeV average disagreement. An uncer-



6.2 Charged kaon reconstruction 134

color = hit time

Prompt hits
Delayed hits

K+

μ-

π+

γ 

γ 

γ 

π+

Module number

S
tr

ip
 n

u
m

b
er

Figure 6.9: The K+ track is not reconstructed in this event because the K+ kinetic
energy is below tracking threshold. A delayed time sliver is found spatially near
the neutrino interaction point. The scanner track is shown connecting the neutrino
interaction point to the nearest delayed hits (in red) that are connected by prompt
hits (in blue).

tainty is added to account for differing results. The relationship between true K+

kinetic energy and the K+ track length as determined by the scanner in simulated

events is shown in Figure 6.10. The K+ kinetic energy residuals for tracked and

scanned events are shown in Figure 6.11.

In 20% of the visually scanned events, there are no hits due to a charged particle

connecting the neutrino interaction vertex and the nearest delayed hits. No kinetic

energy can be estimated in these events and they are rejected. Of the rejected events

in simulation, 45% are due to pile-up, in which the delayed time sliver is due to a

subsequent neutrino interaction. In total, 46% of background events and only 9%

of true signal events are rejected. Signal events are typically rejected when the kaon
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Figure 6.10: The K+ range as determined by scanners for simulated events, as a
function of the true K+ kinetic energy. The fitted line is used to measure the kinetic
energy in data and simulation.

decay is K+ → π+π0 and the π+ is obscured by prompt hits. The two π0 photons are

reconstructed, but because of the gap between the π0 decay and photon conversion,

the point where the K+ stopped cannot be determined.

6.2.4 Additional K+ cuts

Additional selection cuts are applied in order to reject events where the delayed

energy is actually due to a “Michel” electron from the decay chain π → µ → e. A

K+ at rest will decay to a µ+ with 152 MeV of kinetic energy (and an unobserved

neutrino) 64% of the time, and a back-to-back π+ and π0 20% of the time. Both of
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Figure 6.11: Reconstructed minus true kinetic energy for tracked (left), and scanned
(right) events.

these decay modes, as well as other less probable decays such as e+π0 will deposit

approximately 150 MeV of energy in the MINERvA detector. The endpoint of the

Michel electron spectrum is 55 MeV, and we select events with at least 60 MeV of

reconstructed energy. The distribution of decay product energy is shown in Fig. 6.12

for events passing all other K+ cuts. A cartoon illustrating one background rejected

by this cut is shown in Figure 6.13.

In events that do not have fully-reconstructed kinked tracks, we require that

the delayed time sliver have hits in at least 10 different strips. This requirement

rejects events due to neutrons, which at kinetic energies of a few 100s MeV are non-

relativistic, and do not loose energy by ionization as they pass through the detector.

When these neutrons interact, they often produce low-energy knock-out protons late

in time. These events typically produce large energy deposits in a small number of

strips. The distribution of number of hits, for events passing all other K+ selection

cuts, is shown in Figure 6.14. A cartoon illustrating the background rejected by this
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Figure 6.12: The energy of the K+ decay product candidate when it is tracked (left)
and untracked (right). Below 60 MeV, the largest background in both cases is due
to Michel electrons. At high energies in the right (untracked) plot, the background
is predominantly due to pile-up, which is undersimulated by 21%. The arrows show
the selection criteria.

cut is shown in Figure 6.15.

Pile-up from multiple neutrino interactions in the same 10 µs beam pulse can

fake the timing signature of a K+ decay at rest. To reduce this background, we

require the mean distance from the kaon endpoint vertex to a hit in the delayed

time sliver to be less than 80 cm. The largest contribution to the pile-up is due

to neutrino interactions in the side hadronic calorimeter that leak energy into the

inner detector. Background events due to pile-up are tuned based on data in the

sideband region with distance greater than 120 cm. The distribution of distance to

the decay sliver is shown before and after the sideband tuning in Figure 6.16. A

cartoon illustrating this background is shown in Figure 6.17.



6.3 Charged-current analysis 138

μ-

π+

prompt
delayed

νfirst 

e+

Figure 6.13: Michel electrons from π → µ→ e are typically much later than the pion
track due to the 2.2 µs muon lifetime, but fast Michels have the timing signature of
a K+ decay. They are rejected due to their low energy.

6.3 Charged-current analysis

Additional cuts are made to reject neutral-current K+ production, events where a

K+ originates from interactions inside the detector, and events where the K+ kinetic

energy is poorly reconstructed due to interactions. The flux-integrated differential

cross section per nucleon in bin i is

(
dσ

dTK

)
i

=

∑
j Uij

(
Nj −N bg

j

)
εiNnucΦ∆i

, (6.2)

where j is the index of a reconstructed TK bin, Uij is the unsmearing matrix, Nj is

the number of selected events, N bg
j is the predicted number of background events,

εi is the selection efficiency for signal events, Nnuc is the number of nucleons in the
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Figure 6.14: The number of hits in the delayed time sliver for events passing all
other cuts, including the minimum of 60 MeV. The peak at small number of hits is
primarily due to neutron interactions.

fiducial volume, Φ is the integrated νµ flux prediction, and ∆i is the width of bin i.

6.3.1 CC-specific selection cuts

Charged-current events are selected by requiring that a track other than the K+

candidate traverse more than 250 g/cm2 of material in MINERvA, where the side

and downstream calorimeters are included. Events with muons below 500 MeV of

kinetic energy are rejected, 10.7% of the sample in simulation. The distribution of

true muon energy for simulated events passing all other selection cuts is shown in

Figure 6.18. The distribution of the longest track range is shown in Figure 6.19.
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Figure 6.15: A neutron interaction that knocks out a proton can produce a small
number of high-ionization hits late in time.
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Figure 6.16: The mean distance from the K+ track endpoint, or primary vertex in
the case of untracked K+ events, to a hit in the delayed time sliver before (left) and
after (right) background tuning of the pile-up events.
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Figure 6.17: Two neutrino interactions that occur 10-60 ns apart in time can combine
to look like a K+ decay-at-rest. This background is measured in data by looking
for events where the two interactions are far apart in space.

For muons that are matched with tracks in MINOS (42% of the sample), we

require the curvature to be consistent with a negatively-charged particle to remove

antineutrino-induced events. The charge divided by momentum Q/P is the curva-

ture of the track in MINOS. We require that it be less than 0.1 as shown in Fig-

ure 6.20. High-momentum tracks bend less in the MINOS magnetic field, and are

therefore more likely to be misreconstructed with the wrong charge. The cut is con-

servative, designed to retain high-momentum right-sign muons. In the simulation,

3.9% of muons that are not matched into MINOS are µ+ from antineutrino events,

and are subtracted based on the prediction from genie. The genie prediction for

wrong-sign muons at lower momentum (higher Q/P ) shows good agreement with

data, as the data/simulation ratio in the region between 0.1 and 0.5 is 0.90± 0.11.
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Figure 6.18: True muon kinetic energy for CC K+ events passing all selection cuts
except the requirement that the longest track traverse more than 250 g/cm2 of
material. The first bin is events that will fail this cut. The last bin is overflow and
shows the total number of muons with true kinetic energy above 15 GeV.

Hadronic interactions of high-energy charged pions can produce K+, for example

π+n → K+Λ. The K+ can then stop and decay in the detector and mimic the

signal. When this process takes place inside the nucleus of the neutrino interaction,

the event is considered signal. However, when it occurs elsewhere in the detector, it

must be subtracted. These events produce large hadronic showers, with an average

pion energy of 3.3 GeV according to the simulation. To remove these events, we

sum the hadronic energy in the detector, excluding the K+ track. This energy

includes the particles produced in the neutrino interaction, as well as products of
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Figure 6.19: The range of the longest track excluding the K+ in g/cm2, for events
passing all other selections.

their subsequent hadronic interactions. 31% of such events are rejected by requiring

that the calorimetrically-corrected hadronic energy be less than 8 GeV.

High-energy kaons which interact hadronically inside the detector are misrecon-

structed at much lower kinetic energy. As in the case of π+ → K+ interactions,

high-energy hadronic showers are produced, and 24% of interacting K+ with true

kinetic energy > 600 MeV are rejected by the cut on non-K+ hadronic energy, which

includes the products of the K+ interaction. A sideband of events with non-kaon

hadronic energy > 8 GeV is used to constrain these two classes of events simulta-

neously as described in Section 6.3.2. In the simulation, 6.4% of signal events with
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Figure 6.20: The reconstructed charge divided by the momentum, Q/P , for MINOS-
matched tracks with the cut indicated at 0.1.

TK < 600 MeV are rejected by the cut on non-kaon hadronic energy.

The distribution of reconstructed non-kaon hadronic energy is shown in Fig.

6.21. After all cuts are applied, 1755 events are selected in data prior to background

subtraction. A summary of event selection cuts for the charged-current sample is

given in Table 6.2.

6.3.2 Background subtraction

The predicted background from simulation is scaled to agree with data in two side-

band regions. The background due to beam pile-up is constrained by events where
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Figure 6.21: The total non-kaon hadronic energy in the detector for events passing
all other CC selections. The highest bin is overflow and is not bin-width normalized.

the mean distance from the kaon endpoint to a hit in the delayed time sliver is

greater than 120 cm. In this region, 86% of the events are due to pile-up. A fit is

performed to determine the scale factor for the pile-up events, with other classes of

events fixed. The extracted scale factor of 1.21 is applied to backgrounds caused by

pile-up.

Backgrounds from K+ production by π+ reactions in the detector are constrained

along with kaons with true kinetic energy > 600 MeV from a sideband of events

with non-kaon hadronic energy greater than 8 GeV. A single scale factor of 1.08 is

determined and applied to all backgrounds, except to those due to beam pile-up.
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Cut Data MC Total Efficiency (%) Purity (%)
Kink likelihood ratio 500 512 1.9 50.2

Kink secondary energy 394 424 1.8 57.7
Decay sliver time gap 35577 36590 13.4 4.9
Decay sliver energy 7503 7698 9.2 15.8

Decay sliver number of hits 3826 3561 7.5 28.1
Distance to decay sliver 2369 2372 7.1 39.6

Kaon by any method 2763 2796 8.9 42.3
Longest track range 2155 2198 8.1 48.7

Non-kaon hadronic visible energy 1837 1878 7.5 53.3
Low-energy event scan 1688 1700 7.3 56.8

Table 6.2: A summary of selected events, efficiency and purity after each cut for
kaons below 500 MeV of kinetic energy. The numbers shown are cumulative. The
kinked track (top section) and decay bunch (middle section) selections are combined
to form the final sample (bottom section).

Signal events with true K+ kinetic energy < 600 MeV comprise 22.5% of the

sideband region. This introduces a small uncertainty due to the signal normalization

into the analysis. A cross section is initially extracted leaving the normalization of

these events fixed. A scale factor of 0.90 ± 0.13 is computed from the ratio of

the integrated cross section in data and simulation. The analysis is repeated by

applying that scale factor and its associated uncertainty to signal events in the

sideband region, and results in a 3% uncertainty on the final cross section.

After subtracting backgrounds, and subtracting the estimate of events with true

K+ kinetic energy > 600 MeV, there are 885 signal events in data. Backgrounds are

subtracted separately for events reconstructed by tracking and by the event scan,

and the background-subtracted samples are then combined. The kinetic energy

distributions for selected events with tuned backgrounds are shown for tracked and

scanned events in Fig. 6.22. A breakdown of background events in the signal and

high hadronic visible energy sideband regions after all tuning factors are applied is
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Category Signal region (%) sideband region (%)
CC K+, TK < 600 MeV 54.2 22.5
CC K+, TK > 600 MeV 19.5 36.6

π+ → K+ 5.8 15.7
K0 → K+ 5.3 10.0

ν̄µ-induced or outside F.V. 4.6 3.9
NC K+ 3.6 6.2
Pile-up 4.8 3.9
Other 2.4 1.1

Table 6.3: The breakdown of selected events for the signal and high hadronic energy
sideband regions in the simulation, expressed as a percentage of the total samples
prior to sideband tuning. “Other” includes events which are truly due to slow
neutrons or Michel electrons.
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Figure 6.22: Reconstructed kinetic energy distributions with tuned background pre-
dictions for tracked (left) and untracked (right) CC events.

given in Table 6.3.
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6.4 Unfolding

After background subtraction, the tracked and untracked samples are combined.

The data are unfolded using a Bayesian procedure with three iterations [115]. In

addition to correcting for detector resolution effects, the unfolding procedure moves

events from low reconstructed kinetic energy to higher true kinetic energy because

of hadronic kaon interactions in the detector. These interactions are predicted by

Geant4, and reweighted to agree with external measurements of the K+-carbon

elastic and inelastic scattering [105, 106]. The smearing matrix is shown in Fig. 6.23.

The unfolding procedure introduces correlations in the statistical uncertainties.

The low and high kinetic energy regions are anticorrelated because of the feed-down

from high true kinetic energy to low reconstructed kinetic energy. While we do

reconstruct events in the bin from 500 to 600 MeV, 86% of the true content of that

bin smears to lower reconstructed kinetic energy. This bin has a large uncertainty

anticorrelated with other bins, and is not reported.

6.5 Efficiency correction

The unfolded distribution is divided by the efficiency, the integrated flux prediction,

and the number of nucleons to produce the differential cross section. The efficiency

for tracked and untracked events separately is shown in Figure 6.24. The tracked

events include both kinked tracks and delayed time slivers near a track endpoint.

The total efficiency is the sum of the two. The importance of the vertex selection

in extending the acceptance to zero kinetic energy can be seen from the plots. The

vertex selection has some non-zero efficiency at high kinetic energy due to kaons

which interact and are reconstructed at lower kinetic energy, an effect which is
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Figure 6.23: The smearing matrix, normalized so that each each row sums to unity.
The number in each cell is the percentage of events of some true kaon kinetic energy
that are reconstructed in a given bin.

corrected by the unfolding procedure.

A correction to the efficiency is calculated due to the lack of strangeness noncon-

serving reactions such as νµn→ µ−K+n in the default simulation. The reconstruc-

tion efficiency is highest for low-multiplicity final states where the delayed K+ decay

products are less likely to deposit energy in scintillator strips which have already

been time-stamped with prompt energy due to other particles. Single kaon events

have simple final states and thus relatively high efficiency.
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Figure 6.24: Reconstruction efficiency for simulated CC K+ events using only track
selection (left) and only vertex selection (right).

The alternative simulation sample described in Section 5.1.2 is used. This sample

is 8% ∆S = 1 overall, but 11% ∆S = 1 for TK < 500 MeV. The signal efficiency in

this alternate MC is higher in every bin of K+ kinetic energy. The data are corrected

by the average of the default and alternate efficiencies, with an uncertainty of 100%

of the correction, such that the error band covers the difference between the efficiency

obtained using the two samples. The correction is computed in each bin and is 7.0%

on average. The total efficiency for the default MC is compared to the efficiency

from the alternate sample in Figure 6.25.

6.5.1 Systematic uncertainties

The statistical and systematic uncertainties in each bin are given in Table 6.4. The

statistical uncertainty is larger than any single systematic in every bin except for the

400 < TK < 500 MeV bin. The largest systematics are due to the flux, background

model, and K+ interactions in the detector.
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Figure 6.25: The efficiency in the nominal simulation, along with the efficiency in
the modified simulation that includes ∆S = 1 events.

The uncertainty on the integrated flux is 8% [76, 77]. The sideband tuning

procedure increases the uncertainty on the cross section due to the flux because the

high non-kaon hadronic visible energy sideband is from the high-energy tail of the

flux, while the signal region at low hadronic energy is mainly from the flux peak.

While the dominant effect is from the overall flux normalization, uncertainties in

the flux shape enter the analysis through the background subtraction.

The background model uncertainty is dominated by a 100% uncertainty on pion-

carbon interactions inside MINERvA that produce kaons, which are simulated by
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Geant4 and not constrained by external data. The sideband with high hadronic

energy constrains these events, together with high-energy K+ from signal reactions.

An uncertainty arises due to the difference in the relative contribution to the signal

region and non-kaon hadronic visible energy sideband region from these types of

events, which can be seen in Table 6.3. Uncertainties in the genie FSI model

are evaluated by varying its parameters within measured uncertainties [116, 117].

These variations have little effect on the analysis because the efficiency does not

vary strongly with K+ energy, and none of the significant backgrounds depend on

the FSI model.

The uncertainty due to kaon interactions includes the effect on the unfolding

of varying the K+-carbon inelastic cross section by ±10% to cover disagreement

between the reweighted Geant4 prediction and external data shown in Figure 5.5.

It also includes an uncertainty on kaon charge exchange in the detector but outside

the struck nucleus. Events where K0 production is followed by K0p → K+n are

subtracted as background, while there is no acceptance for K+ production events

followed by K+n → K0p. We assign a 100% uncertainty on both processes and

treat it as correlated between the K+ and K0 charge exchange reactions.

The signal model uncertainty is due to the uncertainty in the signal rate for kaons

with greater than 600 MeV of kinetic energy, and the uncertainty in the efficiency

correction from single kaon production. The rate of high-energy K+ production and

the cross section for K+ strong interactions are uncertain. We apply an uncertainty

to the high-energy kaons by comparing the ratio of K+ production cross sections

above and below 600 MeV using the PYTHIA and KNO hadronization models. The

nominal simulation uses KNO for W < 2.3 GeV, PYTHIA for W > 3.0 GeV, and

the AGKY model in between. The resulting additional uncertainty is +46
−11% relative
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Source 0 - 100 100 - 200 200 - 300 300 - 400 400 - 500
Statistics 0.15 0.14 0.11 0.12 0.16

Flux 0.09 0.11 0.10 0.11 0.13
Background model 0.08 0.11 0.10 0.07 0.10
Kaon interactions 0.05 0.07 0.03 0.08 0.19

Signal model 0.03 0.07 0.08 0.09 0.09
Sideband tuning 0.01 0.05 0.04 0.05 0.07

Energy scale 0.02 0.02 0.03 0.04 0.05
Scanning 0.05 0.05 0.04 0.03 0.03

Total 0.21 0.24 0.21 0.22 0.33

Table 6.4: Fractional statistical and systematic uncertainties are reported in bins of
kaon kinetic energy, expressed in MeV.

to the central value, where KNO, AGKY and PYTHIA are stitched together as a

function of W .

The energy scale uncertainty comes from two sources. First, an uncertainty of

±6% is assigned to the energy of the kaon decay product to cover a discrepancy in the

peak position in data relative to simulation which can be seen in Fig. 6.12. Second,

uncertainties in the hadronic energy scale affect the non-kaon hadronic visible energy

by pushing events from the signal to the sideband region or vice versa. We vary

the detector response to hadronic, and electromagnetic, energy based on constraints

from a hadron test beam, and a π0 invariant mass peak, respectively. A summary

of individual variations is given in Table 6.5. The table excludes the flux variations,

which are described in Refs. [76, 77]. Also not shown are numerous variations of

genie knob parameters, which can be found in Ref. [118].
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Quantity Variation
σ(π+C → K+X) ±100%
σ(K+n→ K0p)
σ(K0p→ K+n)

±100% (correlated)

NC K+ production rate ±30%
σ(K+C → K+X) inelastic ±10%

CC K+ TK > 600 MeV +46
−11%

Vertex scan efficiency ±2%
K+ energy response ±5%

Birks’ constant ±13%
Decay product energy ±6%
Decay product N hits ±1

Proton response ±4%
Pion response ±4%

Electromagnetic response ±4%
Neutron response ±20%

Table 6.5: Variations in the simulation used to estimate systematic uncertainties.

6.6 Neutral-current analysis

The neutral-current analysis follows a procedure very similar to that of the charged-

current analysis presented in Section 6.3.1. This section will focus especially on the

differences between the two. One important difference is that vertex sliver events

are not included because there is no long muon track to use as a reliable search point

for delayed time slivers. Because of this, there is no acceptance below K+ kinetic

energy of 100 MeV, and the cross section will be reported from 100 to 600 MeV of

kinetic energy.

In addition to measuring dσ/dTK , we also search explicitly for events with

very little final-state energy. This is motivated by proton decay searches in water

Cherenkov detectors like Super-Kamiokande, which have no sensitivity to low-energy

hadrons. A cross section is reported with respect to a measure of non-K+ energy,

Evis, defined as the sum of the kinetic energy of all π±, K−, and protons, and the
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total energy of all photons, π0, and K0. The energy sum Evis includes the prompt

decay products of Λ and Σ hyperons. An attempt to extract the total hadronic en-

ergy, ν, would require using a model for the fraction of ν carried by different hadrons

because the MINERvA detector responds differently to hadronic showers induced

by p/π and electromagnetic showers induced by π0 → γγ. Energy from neutrons is

not included in the sum because neutrons are detected only when they scatter inside

the detector, and most of the energy is not observed. The cross section equation is

identical to 6.2, with the substitution TK → Evis.

6.6.1 NC-specific selection cuts

Neutral-current events are selected by inverting the muon cut described in Sec-

tion 6.3.1. Events are selected if no track, excluding the K+ candidate, traverses

more than 250 g/cm2 of material. Figure 6.26 shows the longest track range, similar

to Figure 6.19. However, in Figure 6.26, MINOS-matched tracks are not included,

for reasons described in Section 6.6.2. Events with no other reconstructed tracks

besides the K+ candidate are included in the plot with a range of 0. A summary of

neutral-current selection cuts is given in Table 6.6.

6.6.2 Background subtraction

The pile-up background is constrained in a manner identical to in the charged-

current analysis using the sideband of time sliver events that are far from the K+

track endpoint as shown in Figure 6.16. As in the CC analysis, backgrounds other

than pile-up are constrained together. However, in the NC analysis, CC-like events

are used to constrain the NC-like signal region. The sideband consists of events
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Figure 6.26: The range of the longest track excluding the K+ in g/cm2, for non-
MINOS-matched events passing other NC selections.

with at least one track other than the K+, which traverses at least 250 g/cm2 of

material in MINERvA. These events fall to the right of the cut in Figure 6.26. One

important difference between the backgrounds in the two analyses is the effect of

“wrong current” events. In the CC analysis, true NC K+ events are negligible in

the selected sample and do not need to be constrained. In the NC analysis, however,

CC events with muon kinetic energy below 500 MeV are an important background.

True CC events in the NC-like region are constrained by extrapolating from

high muon energy (Tµ > 500 MeV) to low muon energy. There are two important

differences between the sideband and signal region samples in this extrapolation.
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Cut Data MC Total Efficiency (%) Purity (%)
Kink likelihood ratio 534 551 1.6 15.1

Kink secondary energy 423 456 1.6 17.5
Decay sliver time gap 18250 18429 5.8 1.6
Decay sliver energy 4533 4684 4.2 4.6

Decay sliver number of hits 2307 2216 3.4 7.8
Distance to decay sliver 1472 1479 3.1 10.6

Kaon by any method 1895 1935 4.7 12.2
Longest track range 492 506 4.1 41.2

Table 6.6: A summary of selected events, efficiency and purity after each cut for
kaons below 600 MeV of kinetic energy. The numbers shown are cumulative. The
kinked track (top section) and time sliver (middle section) selections are combined
to form the final sample (bottom section). Signal events with K+ kinetic energy
above 600 MeV is considered a background for the purpose of reporting the purity.
The vertex time sliver events are not included, which is why the number of decay
sliver events is smaller here than in Table 6.2.

First, the mean neutrino energy is lower for the low-Tµ sample. The sideband

sample includes events in high-energy tail of the flux, while the selected sample

does not. This means that uncertainties which affect only the high-energy tail

of the flux will lead to uncertainties on the background prediction. For example,

pC → K+X in the target affects primarily the high-energy flux, and uncertainties

on kaon production affect the sideband constraint. Second, the CC events in the

NC-like region tend to be very inelastic, and have high inelasticity y. Uncertainties

in the genie model which affect the y distribution in charged-current scattering

also lead to uncertainties on the sideband constraint. These two effects can be seen

in Figure 6.27, which shows a shape shape comparison in neutrino energy and y

between the signal and sideband regions.

Backgrounds due to high-energy pion interactions in the detector and signal

events with K+ kinetic energy greater than 600 MeV are also constrained using the

CC-like sideband and subtracted. The uncertainty on the cross section for processes
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Figure 6.27: Shape comparisons between the signal and sideband regions in Eν (left)
and y (right).

like π+n→ K+Λ affects π+ produced in CC and NC reactions equally, leading to a

correlation between reaction-induced backgrounds in the two samples. Similarly, the

strength of K+-carbon inelastic processes which affect the rate of events with true

TK > 600 MeV that are reconstructed is also the same for CC and NC events. In

addition, the shape of the K+ energy spectrum in genie at very high kaon energies

is correlated between CC and NC processes because the same hadronization models

are used. Most high-energy K+ come from PYTHIA (W > 3.0 GeV) for both CC

and NC K+ production.

The fractional breakdown of the backgrounds in the signal and sideband regions

is shown in Table 6.7. In the signal region, 89% of events with TK > 600 MeV are

NC, while in the sideband region 81% are CC. The “Other” category includes pions

and protons misidentified as kaons, as well as promptly-decaying Michel electrons

with more than 60 MeV of reconstructed energy. These reconstruction failures

are independent of the presence of a muon track and thus are constrained by the
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Category Signal region (%) sideband region (%)
NC K+, TK <600 MeV 40.6 3.4
CC K+ TK <600 MeV 19.4 53.2

CC or NC K+, TK >600 MeV 20.1 22.9
π+ → K+ 5.3 6.7
K0 → K+ 6.1 4.9

ν̄µ-induced or outside F.V. 2.5 1.7
Pile-up 3.4 4.1
Other 1.9 2.6

Table 6.7: The breakdown of selected events for the signal and CC-like sideband
regions, expressed as a percentage of the total samples prior to sideband tuning.

sideband.

6.6.3 Unfolding

As in the CC analysis, the data are unfolded using a Bayesian procedure with three

iterations for both differential measurements. The smearing matrices are shown in

Figure 6.28. The bin from 0 − 100 MeV in TK has its upper edge right at the 100

MeV tracking threshold. It is included in the unfolding procedure but has very few

events, and events in this true bin are almost always reconstructed at higher energy.

The resolution in Evis is limited by several factors. The amount of visible energy

from a neutron is highly variable. No energy is counted in the sum, but when a

neutron does interact it can convert a significant fraction of its kinetic energy to

protons. Also, the visible energy due to a K0 depends largely on the fate of the

kaon in the detector. A K0
S decay to π+π− deposits less visible energy than a decay

to π0π0. Finally, interactions inside the detector, such as pion absorption or charge

exchange, modify the visible energy.
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Figure 6.28: Smearing matrices for NC K+ production in TK (left) and Evis (right).

6.6.4 Efficiency correction

The efficiency as a function of TK and Evis is shown in Figure 6.29. The efficiency

with respect to TK is for all Evis. In the plot with respect to Evis, TK is cut off at

600 MeV, above which the acceptance is poor and requires the K+ to interact inside

the detector. There is no acceptance below 100 MeV of TK due to the tracking

threshold, but events below this threshold are included in the denominator. It is for

this reason that the efficiency turns over at low Evis – there is a correlation in the

genie simulation between TK and the energy of other hadrons in the final state,

and events with very low total hadronic energy are less likely to have a kaon above

tracking threshold.

The efficiency is low for high-multiplicity final states. In busy events, delayed

energy deposits due to K+ decay products can occur in strips where the integration

window is already open by a prompt particle. In these strips, the energy of the

prompt and delayed hit will be added, but the time stamp will be that of the
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Figure 6.29: The NC signal efficiency as a function of TK (left) and Evis (right).

earliest photoelectron. This reduces the number of delayed hits, making it more

difficult to identify the decay products of a stopped K+.

6.6.5 Systematic uncertainties

Summaries of fractional statistical and systematic uncertainties are given in Ta-

bles 6.8 and 6.9 for the K+ kinetic energy and the Evis measurements, respectively.

The statistical uncertainty is greater than the total systematic uncertainty in every

bin for both measurements. As in the CC analysis, the largest systematics are the

flux, background model, kaon interactions, and the energy scale.

Again, the flux uncertainty on these cross sections is larger than the uncertainty

on the integrated flux due to the background tuning procedure. Specifically, the

difference in the neutrino energy spectrum for true CC events in the signal and

sideband regions shown in Figure 6.27 inflates the flux uncertainty.

The background model uncertainty is dominated by the 100% uncertainty on

processes like π+C → K+X that produce K+ in the detector, and the uncertainty
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on the CC K+ cross section. The genie reweightable parameters do not significantly

affect strangeness production. The parameters that specifically control final-state

strange quarks described in Section 5.1.1 are not reweightable because they are used

in hadronization. Therefore the default genie cross section uncertainty on kaon

production is too small. The MINERvA CC measurement uncertainty is ∼ 20%

in the bins reported. It is varied by ±30% to cover the uncertainty on the data

in addition to the overall rate disagreement with genie. These uncertainties are

constrained by the sideband fit.

The kaon interaction uncertainty includes a 100% uncertainty K0 and K+ charge

exchange, and a 10% uncertainty on the K+-carbon inelastic scattering cross section,

which affects the rate of events with true energy above 600 MeV being reconstructed.

These effects all affect CC events as well and are constrained by the CC-like sideband.

The uncertainty on the background model after the sideband constraint is pre-

dominantly due to the differences in the relative composition of the backgrounds in

the signal and sideband regions, which is shown in Figure 6.30. Increasing the CC

rate, for example, has a larger effect on the scale factor that is determined from the

sideband than it does on the background prediction in the signal region.

The signal model uncertainty is due to the high-energy shape of the K+ kinetic

energy spectrum. Only kaons below 600 MeV are measured, and the uncertain rate

above 600 MeV, together with the K+ interaction cross section in the detector,

contributes to the rate of high-energy kaons being misreconstructed at lower kinetic

energies. This effect is small for the lowest TK and Evis bins, and large as those

quantities increase. At very low TK the contribution from kaons above 600 MeV is

small, and there is a correlation between the energy of the kaon and the energy of

other final-state hadrons.



6.6 Neutral-current analysis 163

+CC K

 in detector+K

+No K

MINERvA
Backgrounds in signal region

a

+CC K

 in detector+K

+No K

MINERvA
Backgrounds in sideband region

b

Figure 6.30: Fractional breakdown of the backgrounds in the signal and sideband
regions.

Source 100 - 200 200 - 300 300 - 400 400 - 500 500 - 600
Statistics 0.27 0.25 0.26 0.30 0.44

Background model 0.08 0.06 0.09 0.14 0.29
Flux 0.09 0.09 0.07 0.06 0.08

Kaon interactions 0.13 0.07 0.02 0.12 0.10
Energy scale 0.06 0.03 0.08 0.05 0.06

Sideband tuning 0.03 0.03 0.05 0.05 0.09
Signal model 0.00 0.00 0.01 0.07 0.19

Total 0.33 0.28 0.30 0.37 0.58

Table 6.8: Neutral-current systematic uncertainties on the measurement of dσ/dTK .

The energy scale uncertainty comes from several sources. First, the energy of

hits on the K+ track is varied by ±5%, and Birks’ constant is varied by 0.015.

This affects the K+ kinetic energy reconstruction but not Evis. Second, the energy

of K+ decay products is varied by ±6% to cover a difference between data and

simulation seen in Figure 6.12. Finally, the energy responses due to protons, pions,

neutrons, and electromagnetic energy are varied independently based on constraints

from a miniature version of MINERvA exposed to a beam of electrons and hadrons
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Source 0.0 - 0.4 0.4 - 0.8 0.8 - 1.2 1.2 - 2.0 2.0 - 2.8 2.8 - 4.0
Statistics 0.18 0.14 0.22 0.39 0.57 0.50

Background model 0.05 0.05 0.09 0.22 0.33 0.24
Flux 0.07 0.08 0.07 0.08 0.11 0.09

Kaon interactions 0.06 0.05 0.04 0.05 0.09 0.06
Energy scale 0.05 0.03 0.03 0.05 0.13 0.11

Sideband tuning 0.01 0.03 0.06 0.12 0.14 0.07
Signal model 0.02 0.00 0.04 0.12 0.17 0.12

Total 0.22 0.18 0.27 0.49 0.72 0.59

Table 6.9: Neutral-current systematic uncertainties on the measurement of dσ/dEvis.

of known momentum [96]. Pion, proton, and photon energy deposits are varied by

4%, while energy observed from neutron interactions is varied by 20%. This does

not affect the K+ kinetic energy measurement, but it causes a migration in Evis.

A summary of individual variations is given in Table 6.5. For the NC analysis,

there is a ±30% variation on the CC K+ cross section.
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Chapter 7

Results

7.1 Charged-current K+ production

The charged-current differential cross section with respect to the kaon kinetic energy

is shown in Fig. 7.1, along with predictions from genie 2.8.4 with and without FSI,

and the NuWro generator [119, 120]. Our data agree best with genie with FSI. The

χ2s for 5 degrees-of-freedom for genie with FSI, genie without FSI, and NuWro

are 8.1, 11.2, and 27.0, respectively. The shape-only χ2s for 4 degrees-of-freedom

are 3.5, 7.8, and 13.1.

In genie, the nucleon-level cross section is tuned to inclusive K0 and Λ produc-

tion data on deuterium. Strangeness nonconserving ∆S = 1 events are not simulated

in this prediction, but the rate of ∆S = 0 production is tuned to data that does

not distinguish between the two. With the addition of a ∆S = 1 component in

genie 2.10 [108], the ∆S = 0 should be reduced, as our data lie 15% below the

prediction. In NuWro, kaon production is not tuned to data. Kaons are produced

only in hadronization using PYTHIA for all hadronic invariant masses, and are not
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Figure 7.1: The differential cross section for CC K+ production is compared to
predictions from the genie and NuWro event generators. The dashed red line is the
genie prediction with the FSI model turned off.

subject to FSI.

The shape of our data agree well with the genie prediction with final-state

interactions, despite genie’s simplistic FSI model which lacks both kaon charge

exchange and kaon production by pion reactions in the nucleus. Rescattering, which

moves events to lower kinetic energies, is the only channel included in genie 2.8.4

for K+, and improves the agreement with our data significantly compared to the

prediction without FSI. The addition of charge exchange would decrease the rate of

final-state K+ in an isoscalar nucleus like carbon because charged kaons outnumber

neutral kaons by 50% in charged-current interactions in genie. Kaon production
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Figure 7.2: The prediction from GiBUU for dσ/dTK in the MINERvA flux. Modified
from an original figure in Ref. [58].

by pion reactions would enhance the cross section. The GiBUU nuclear transport

model [58] predicts a dramatic increase in low-energy kaons due to FSI processes,

which can be seen in Figure 7.2. Either such an enhancement is actually not very

large, or the nucleon-level production of K+ would have to be modified downward

even further to compensate and still describe the data.

The cross section and absolute uncertainties are given in Table 7.1. Systematic

uncertainties are strongly correlated bin to bin, especially the flux uncertainty. Small

anticorrelations in the statistical uncertainties arise due to the unfolding procedure.

Covariance matrices for the flux uncertainty, other systematics, and statistics are

given in Appendix A in Tables A.1, A.2, and A.3, respectively. The flux uncertainty

is positively correlated from bin to bin. The overall correlation of other systematics is
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TK (MeV) dσ/dTK Total Statistical Systematic
0 - 100 0.54 0.11 0.08 0.08

100 - 200 0.52 0.12 0.07 0.10
200 - 300 0.72 0.15 0.08 0.13
300 - 400 0.74 0.16 0.09 0.14
400 - 500 0.56 0.18 0.09 0.16

Table 7.1: The differential cross section with respect to K+ kinetic energy TK is
given in units of 10−39cm2 per nucleon per GeV, as well as the total statistical and
systematic uncertainties. A breakdown of the systematic uncertainty is given in
Table 6.4.

also positive, but correlations are not as strong as with the flux. The K+ interaction

uncertainty gives rise to small anticorrelations in the cross section because it modifies

the probability for kaons to move from high to low energy. The unfolding procedure

described in Section 6.4 also introduces small anticorrelations as events are moved

between bins.

Tuning the genie FSI model to reproduce MINERvA data on CH does not

guarantee that it would reproduce a K+ spectrum on a heavier target like argon.

The dependence of FSI on A, the number of nucleons, is a difficult problem for

pion production as well. MINERvA has measured the A dependence of inclusive

charged-current scattering [121] and DIS [122], and plans to study π+ production by

neutrinos on its carbon, iron, and lead targets in the upstream region of the detector.

This data will be valuable in constraining how the strength of, for example, pion

inelastic scattering varies with A. While MINERvA will not be able to measure

K+ production directly on different nuclear targets due to limited statistics and

the difficulty of reconstructing K+ in the nuclear targets region, this result can

be combined with π+ production on CH [113], and a future measurement of the

A-dependence of π+ production to constrain kaon FSI in other nuclei.
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Figure 7.3: The differential cross section dσ/dTK for NC K+ production is compared
to the prediction from genie.

7.2 Neutral-current K+ production

The differential cross section dσ/dTK for NC K+ production is shown in Figure 7.3.

The shape is observed to be relatively flat between 100 and 600 MeV of TK , with

excellent agreement between genie and our data, a χ2 of just 1.8 for 5 degrees

of freedom (shape-only 1.1 with 4 degrees of freedom). The cross section with

absolute statistical and systematic uncertainties is given in Table 7.2. The statistical

uncertainty is larger than the total systematic uncertainty in every bin.

The differential cross section dσ/dEvis is shown in Figure 7.4 compared to the

prediction from genie. The cross section with absolute statistical and systematic
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TK (MeV) dσ/dTK Total Statistical Systematic
100 - 200 0.22 0.07 0.06 0.04
200 - 300 0.22 0.06 0.05 0.03
300 - 400 0.18 0.05 0.05 0.02
400 - 500 0.23 0.08 0.07 0.05
500 - 600 0.21 0.12 0.09 0.08

Table 7.2: The differential cross section with respect to the K+ kinetic energy,
dσ/dTK , is given along with absolute statistical and systematic uncertainties.

Evis (GeV) dσ/dEvis Total Statistical Systematic
0.0 - 0.4 0.20 0.04 0.04 0.02
0.4 - 0.8 0.22 0.04 0.03 0.02
0.8 - 1.2 0.13 0.03 0.03 0.02
1.2 - 2.0 0.12 0.06 0.05 0.04
2.0 - 2.8 0.06 0.04 0.04 0.03
2.8 - 4.0 0.19 0.11 0.09 0.06

Table 7.3: The differential cross section with respect to the non-K+ visible energy,
dσ/dEvis, is given along with absolute statistical and systematic uncertainties.

uncertainties is given in Table 7.3. There is some disagreement in shape, with the

data tending to favor lower visible energies compared to genie. The disagreement

is not significant, with a χ2 of 7.3 for 6 degrees of freedom, and 6.1 for 5 degrees of

freedom shape-only, both corresponding to p-values of 0.29.

The Evis measurement includes only kaons with kinetic energy below 600 MeV, as

events with more energetic kaons are subtracted. The acceptance for more energetic

kaons is low and strongly dependent on the model of K+ inelastic scattering in the

hydrocarbon of the tracker. Furthermore, the reconstruction of Evis is always poor

for high-energy kaons, which are accepted only when they interact. The definition

of Evis excludes the kinetic energy of the K+, which is underestimated when the

kaon interacts, leading to an overestimation of Evis.

Covariance matrices for flux, other systematics, and statistics are given for both
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Figure 7.4: The differential cross section dσ/dEvis for NC K+ production is com-
pared to the prediction from genie.

dσ/dTK and dσ/dEvis in Appendix A in Tables A.4, A.5, A.6, A.7, A.8, A.9.

There are two ways in which a neutral-current neutrino-induced K+ event would

fail a p → K+ν selection in a water Cherenkov detector. First, additional Michel

electrons would indicate the presence of final-state pions. Events with a K+ typically

have one Michel, from K+ → µ+ → e+ or K+ → π+ → µ+ → e+. Second, a photon,

π0, or any hadron well above Cherenkov threshold would emit too much prompt

light.

Figure 7.5 shows the fraction of events that are indistinguishable from a single

K+ in a water Cherenkov detector, according to genie. A π0, either in the final
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state or as a decay product of a strange baryon, is assumed to always cause an event

to be rejected in a proton decay search. Beyond that, four different metrics are used

to determine whether other particles would cause events to be rejected. The first

is to consider only events with no charged hadrons above Cherenkov threshold (see

Table 2.2) and no π+. This assumes that the Michel efficiency is 100%, and that a

hadron just above threshold will emit enough light to fail a selection on the number

of prompt hits. The second metric assumes a Michel efficiency of 0%, and classifies

an event as invisible if all hadrons are below threshold regardless of the presence of

π+. The third and fourth metrics add 50 MeV/c of momentum to the Cherenkov

threshold for charged hadrons, which is approximately the ring threshold.

The fractions in Figure 7.5 are for events with reconstructed TK below 252 MeV,

the Cherenkov threshold. There is a correlation between the K+ energy and the

energy of other hadrons. Figure 7.6 shows the background-subtracted K+ kinetic

energy distribution for events with reconstructed Evis less than 400 MeV, corre-

sponding to the first bin in Figure 7.4. The spectrum is much softer than that for

all Evis in Figure 7.3. This is due in part to the feed-down from high true TK to

low reconstructed TK due to K+ interactions in the detector, as Figure 7.6 is not

unfolded. Again, genie models the K+ energy spectrum well, even in low-energy

final states.

Figure 7.5 shows that it is rare for an invisible event to have Evis > 0.8 GeV. We

can search explicitly for π+ and π0 in MINERvA by looking for Michel electrons and

photons, respectively. In Section 7.2.1, we look for Michel electrons in MINERvA

to quantify the π+ content of NC K+ events at low Evis. In Section 7.2.2, we look

for photons to quantify the π0 content of these events.
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Figure 7.5: The fraction of events that are indistinguishable from a single K+ to
a water Cherenkov detector as a function of Evis. The four different criteria for
determining whether an event is single K+-like are described in the text.

7.2.1 π+ content of NC K+ events

A final-state π+ would add an additional Michel to the event from the decay chain

π+ → µ+ → e+. The π+ could also originate from the decay Σ+ → nπ+. Negative

hadrons typically capture on oxygen and do not produce Michels. The rate of π+

in NC K+ events at low Evis is expected to be small due to charge conservation.

Low Evis events typically have small particle multiplicities, and the charge of the

K+ must be balanced, suppressing additional π+.

MINERvA identifies Michel electrons by searching for a 10-55 MeV energy de-

posit in a later time slice, which effectively requires the Michel to be at least ∼ 200 ns
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Figure 7.6: The reconstructed K+ kinetic energy with backgrounds subtracted, for
events with reconstructed Evis < 0.4 GeV only.

later than the neutrino interaction. The Michel candidate must also be within 175

mm of a track endpoint, or the neutrino interaction point. Figure 7.7 shows the

fraction of events with at least one reconstructed Michel in the simulation, as a

function of the number of true π+ in the final state. The prompt decay products of

strange baryons, such as Σ+ → nπ+, are included. Only true NC K+ events that

pass all selection criteria are included.

Because the sample is neutral current, all Michels in Figure 7.7 come from pions,

or from the K+ decay. A 175 mm search window is centered at the endpoint of every

track in the event excluding the K+ candidate, and additionally at the neutrino
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Figure 7.7: The fraction of events with at least one reconstructed Michel electron
candidate, as a function of the number of true π+ in the final state for NC K+

events.

interaction point. The Michel is not counted when the nearest track endpoint is the

K+ or daughter µ+. For events without a final-state π+, a Michel is identified 9%

of the time. This is primarily due to the Michel from the K+ decay product, which

can occur closer to another track when the K+ interacts.

In sample with reconstructed Evis < 0.8 GeV (the first two bins in Figure 7.4),

17% of simulated events have a final-state π+. This sample includes both signal and

background events, with a purity of 58%. Multi-π+ final states are negligible due to

the cut on the visible energy, and the need to balance charge. Michel identification

for these events is summarized in Table 7.4. The π+ rejection efficiency is the
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All Michels Three-view only
MC π+ rejection efficiency 28% 12%
MC fake rate 5.5% 1.4%
MC purity 51% 64%
MC total 12.7% 3.8%
Data (11.8± 2.6)% (4.0± 1.5)%

Table 7.4: A summary of Michel electron identification in reconstructed NC K+

with reconstructed Evis < 0.8 GeV. The numbers in the table differ from Figure 7.7
because the figure is for true signal events at all Evis, and the table is restricted to
low Evis.

fraction of events with a true final-state π+ and a Michel electron. The fake rate is

the fraction of events with no final-state π+ and a reconstructed Michel. The purity

is the fraction of events with a reconstructed Michel that also have a true π+. The

overall rate in the simulation is compared to data.

Requiring a Michel electron to deposit energy in all three plane views reduces

the accidental rate. This is because a one-view Michel only has a two-dimensional

position and it is possible for activity truly distant from the search point to be near

it in this two-dimensional projection. Table 7.4 shows rates for all Michels as well

as only those which have hits in all three views. In both cases, the simulation is

consistent with the data, indicating that the rate of final-state positive pions in NC

K+ events at low Evis is well modeled. This is important for applying the MINERvA

constraint to a water Cherenkov detector. In principle, the differential cross section

in Figure 7.4 could be reproduced in such a way that there were many more π+, and

fewer other particles. This would cause the background rate in a p → K+ν search

to be higher than what Figure 7.4 would suggest. The Michel search restricts the

π+ rate in data to be +45
−34% of the genie prediction at one standard deviation.
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Figure 7.8: A νn → νK+Λ, Λ → nπ0 candidate from data, with hypotheses for
the particle tracks labeled. The hits labeled as neutron are likely due to a proton
ejected from the nucleus by an interacting neutron.

7.2.2 π0 content of NC K+ events

Figure 7.8 shows an example of a νn → νK+Λ candidate where the Λ decays to

nπ0. Even at low Evis, such an event would be rejected from a p→ K+ν search in

a water Cherenkov detector due to the light produced by the photons. Figure 7.9

shows an example of an NC K+ event with no π0. A visual scan was performed to

identify photon candidates in data and simulation. The scan sample consisted of

data and simulated events with true Evis < 0.8 GeV, mixed randomly so that the

scanner does not know whether any given event is from data or simulation.

In simulated events with true Evis < 0.8 GeV, 35% have a true π0 either in the

final state or as a decay product of a strange baryon. In the scan, 80% of such

events were marked as having an obvious detatched photon, compared to just 6% of

events that did not have a true π0. In the sample of events marked by the scanner

as having a photon, 88% had a true π0.
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Figure 7.9: An NC K+ candidate without a π0 from data, with hypotheses for the
particle tracks labeled. The pion could be a π− from the decay Σ− → nπ− with an
unobserved neutron.

A photon was identified in 23% of data events compared to 33% of simulated

events, giving a ratio of data to simulation of 0.70+0.15
−0.13. There is tension between the

photon content observed in data and simulation at the 2σ level. Three independent

scanners arrived at the same conclusion.

In neutral-current K+ production, the K+ is always produced in association with

another strange particle so that ∆S = 0. In simulated events, the photon content

is different for K+K−, K+Λ, K+Σ+, and K+Σ− events because Λ and Σ+ decay

to a π0 and a nucleon with 0.34 and 0.52 branching fractions, respsectively. In the

scan, a photon was identified in 40% of K+Λ and K+Σ+ events, compared to 18%

of K+K− and K+Σ− events. This suggests that it may be possible to increase the

relative fraction of kaon-kaon final states, for example, and improve agreement with

MINERvA data.
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7.2.3 Toward a p→ K+ν background prediction

There are three important differences between MINERvA and a proton decay ex-

periment for which applying this result will require model-dependent extrapolation.

First, the proton decay backgrounds will not correspond exactly to TK and Evis. Re-

producing Figure 7.5 with other models is an important check. Second, this result is

for a CH target, while proton decay experiments will use H2O and Ar. Other MIN-

ERvA results which compare cross sections on different nuclei provide constraints on

inclusive scattering [121] and DIS [122], but not K+ production specifically. Third,

the neutrino flux from NuMI is different than the atmospheric spectrum.

The difference in the flux shape can be seen in Figure 7.10. The atmospheric

flux shown is taken from Honda [24], for the Kamioka location. The flux rises

rapidly at low energies of a few 100s MeV, below the threshold for associated K+

production of 1 GeV. Multiplying the neutrino flux per m2 by the detector mass

makes it possible to directly compare the MINERvA exposure to an exposure of a

larger detector to atmospheric neutrinos. The mass used for MINERvA is 5.57 tons,

the tracker fiducial volume. Where the curves cross, the number of interactions

of 1 GeV neutrinos in a 1 year atmospheric exposure for a 1 Megaton detector is

approximately equal to the number of interactions of 1 GeV neutrinos in MINERvA.

The NuMI beam is approximately 1.8 × 105 times more intense at 1 GeV, and the

MINERvA detector mass is that much smaller than 1 Megaton.

The inclusive cross section is flat as a function neutrino energy in the limit where

the hadronic energy goes to zero. The cross section is approximately flat with Eν

when the ratio of hadronic energy to neutrino energy, ν/Eν is small. Hadronic

energy ν ≈ Evis + TK + mK , and the p → K+ν backgrounds come from low Evis

and low TK , which is approximately ν & 0.5 GeV. We therefore expect the cross
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Figure 7.10: The MINERvA flux is compared to the Honda atmospheric neutrino
and antineutrino fluxes. The vertical axis is the flux multiplied by the detector
mass, so that MINERvA can be compared to a Megaton-scale detector exposed to
atmospheric neutrinos.

section for proton decay backgrounds to rise from threshold at 1 GeV and flatten

out at ∼ 5 GeV. The genie prediction for NC K+ production with no π+ or π0, and

no hadrons with momentum more than 50 MeV/c above Cherenkov threshold (blue

points in Figure 7.5) is shown in Figure 7.11. If we assume the cross section shape

in genie, the MINERvA exposure is approximately equivalent to ∼ 35 Megaton-

years. Including antineutrinos, MINERvA has about ∼ 17 Megaton-years worth

of low-Evis NC K+ events. While in principle NC K+ production on argon could

be constrained with atmospheric neutrinos by DUNE, the statistics would be very
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Figure 7.11: The genie 2.8.4 prediction for the total cross section for NC K+

production with no π+ or π0, and no hadrons with momentum more than 50 MeV/c
above Cherenkov threshold. This is the final state that corresponds to the blue
points in Figure 7.5.

small compared to MINERvA.



182

Chapter 8

Charged-current coherent K+

production

Neutrino-induced charged-current coherent kaon production, νµA → µ−K+A, is a

rare, inelastic electroweak process that brings a K+ on shell and leaves the target

nucleus intact in its ground state. This process is significantly lower in rate than

neutrino-induced charged-current coherent pion production, because of Cabibbo

suppression and a kinematic suppression due to the larger kaon mass. We search

for such events in the scintillator tracker of MINERvA by observing the final state

K+, µ− and no other detector activity, and by using the kinematics of the final

state particles to reconstruct the small momentum transfer to the nucleus, which is

a model-independent characteristic of coherent scattering. We find the first experi-

mental evidence for the process at 3σ significance.
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8.1 Coherent K+ theory

Charged mesons may be produced in inelastic, coherent charged-current reactions of

neutrinos. This reaction is believed to occur when an off-shell W boson fluctuates

to a meson. The meson is brought on the mass shell by exchange of a particle

carrying no quantum numbers with the target nucleus, as illustrated in Fig. 8.1.

Charged pion production through this mechanism has been observed and measured

with O(10)% precision on nuclei ranging from carbon to argon and across a range of

neutrino (and antineutrino) energies from a few GeV to tens of GeV [123, 124, 125,

126, 127, 128, 129, 130]. If the mechanism described above is the source of these

events, then there should be an analogous, Cabibbo-suppressed process in which a

K± meson is produced. In this chapter, the report first observation of this process

is reported.

The exchange with the nucleus must leave the nucleus in its ground state for

the process to be coherent. This requires that the four momentum transfer to the

nucleus, ∆pN ≡ pAf−pAi, satisfy the relation |t| ≡ |(∆pN)2| ≤ ~2/R2, where R is the

radius of the nucleus. Adler’s theorem [131] relates the coherent meson production

cross section at Q2 ≡ −q2 = 0 to the meson-nucleus elastic cross section [132, 133,

134]. In the limit of muon and meson masses mµ,mM � Eν , where Eν is the

neutrino energy,

d3σcoh

dQ2dy d|t|

∣∣∣∣∣
Q2=0

=
G2
F

2π2
f 2
M

1− y
y

dσ(MA→MA)

d|t|
, (8.1)

where EM is the final state meson energy, y = EM/Eν , and fM is the meson decay

constant. The meson-nucleus elastic cross section and its exponential decrease with

increasing |t| are parameterized from meson-nucleus scattering data [133, 134, 135,
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Figure 8.1: Feynman diagram for coherent charged kaon production. The square of
the momentum transfer to the nucleus is |∆pN |2 = |q − pK |2 = |t|.

59, 25, 136, 119]. Models must be used to extrapolate away from Q2 = 0. The model

most commonly used in neutrino event generators [59, 25, 136, 119] is that of Rein

and Sehgal [134], which assumes no vector current and extrapolates the axial-vector

current using a multiplicative dipole form factor F 2
dipole(Q

2) = 1/(1 + Q2/m2
A)2 to

modify Eq. 8.1. Other authors have proposed alternate extrapolations away from

Q2 = 0 [137, 138, 135, 139]. At low energies, modifications to Eq. 8.1 due to finite

masses become important, restricting the allowed kinematics to Q2 ≥ m2
µ

y
1−y and

|t| ≥
(
Q2+m2

M

2yEν

)2

[140, 141]. This restriction on |t| removes more phase space for

kaon production than it does for pion production due to the larger meson mass,

mM . An alternate approach is to start with the Cabibbo-suppressed single kaon

production cross section on nucleons [107] at low neutrino energies and calculate a

coherent sum [142].

There is no model for the coherentK+ reaction implemented in standard neutrino
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interaction generators [59, 25, 136, 119]. Our ability to precisely calculate the signal

reaction even in models like the ones described above is limited by the dearth of

data on low energy K+-nucleus elastic scattering at the relevant kaon energies [143,

144]. However, a signal simulation is needed only to determine the expected energy

deposited near the neutrino interaction point, and the shape of the reconstructed

|t| distribution. Both of these quantities are governed primarily by well-modeled

detector resolutions. The overall rate of coherent K+ production in the simulation

does not affect the result.

To simulate the signal, we generate coherent pion production events with genie

2.8.4 [59], and recalculate hadronic kinematics while holding the leptonic kinematics

and the magnitude of the four-momentum transfer to the nucleus fixed. Due to the

larger kaon mass, this results in a physical solution only 26% of the time for the

flux of the MINERvA experiment [4]. The cross section is also suppressed by a

factor of (fK/fπ)2 tan2 θC = 0.077 ± 0.001 [5], where θC is the Cabibbo angle. The

ratio of the K+-nucleus to π+-nucleus elastic scattering cross sections is calculated

to be approximately 0.7 [145], consistent with measurements at higher meson ener-

gies [143]. This suggests that the flux-averaged cross section in our experiment for

coherent K+ production should be approximately 4×10−41 cm2 per carbon nucleus.

With 1.52 × 1029 carbon nuclei in the tracker, an integrated νµ flux of 2.95 × 108

neutrinos per cm2 per POT, and 3.51 × 1020 POT collected, this corresponds to

approximately 60 coherent K+ events. The flux averaged total cross section for

incoherent charged-current K+ production in genie is 9.7× 1040 cm2 per nucleon,

or about 1.2× 1038 cm2 per carbon nucleus. The cross section ratio is

σ(CC coherent K+)

σ(CC K+ inclusive)
= 3.3× 10−3 (8.2)
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Figure 8.2: Shape comparisons for coherent pion and kaon production for meson
kinetic energy, meson angle, Q2, and |t|.

in our model, meaning that about 0.3% of CC K+ events are coherent.

Area-normalized comparisons of coherent π+ and coherent K+ kinematics are

shown in Figure 8.2. Coherent π+ events that give a physical solution when the me-

son mass is increased are preferentially higher-energy and more forward. The peak

at 200 MeV of meson kinetic energy in the coherent π+ spectrum is suppressed. The

high-angle events are suppressed due to an anticorrelation between meson energy

and angle. The minimum four-momentum transfer to the nucleus, tmin, is higher for

the larger meson mass, leading to a small low-|t| suppression.
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8.2 Event selection

Coherent candidates must have exactly two reconstructed tracks beginning at the

neutrino interaction point. One track must match to a negatively-charged track in

the MINOS near detector. The other must be a K+ candidate, passing the same

K+ selection criteria as in Section 6.2.

Events with evidence of nuclear break-up are rejected by considering energy

deposited in a region around the interaction point. This “vertex region” extends

10 cm in each direction along the detector axis (3.5◦ above the beam direction),

and 20 cm in the transverse direction. In signal reactions, energy in this region

is due to the muon and kaon only. Reactions which produce additional charged

hadrons deposit more energy near the vertex. Events are selected when the energy

in the vertex region, Evtx, is between 20 and 60 MeV, as shown in Fig. 8.4a. For

the two-track sample, 75% of coherent events are retained by the vertex energy cut

and 85% of two-track backgrounds are rejected. The prediction from simulation

exceeds the data at very low vertex energy, consistent with previous MINERvA

results [129, 146, 147], which require additional events with multiple nucleons beyond

the prediction of the genie event generator.

The kaon energy is measured calorimetrically by summing all energy in MIN-

ERvA not associated with the muon track. For coherent events, there are no other

particles in the final state so the non-muon energy is due to the K+ and the prod-

ucts of its interactions in the detector. A calorimetric factor of 1.2 is applied so

that the kaon energy residual in the signal simulation is peaked at zero. The re-

constructed neutrino energy, Eν , is the sum of the reconstructed muon and kaon

energies, Eµ + EK . The K+ and µ− four-vectors are used to calculate the squared
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four-momentum transferred to the nucleus:

|t| = |q− pK|2

= −Q2 − 2(E2
K − EνpK cos θK + pµpK cos θµK +m2

K),

(8.3)

where Q2 = −q2 is the magnitude of the four-momentum transfer to the hadronic

system, Eµ (EK) is the muon (kaon) energy, pµ (pK) is the magnitude of the muon

(kaon) three-momentum, θK is the kaon angle with respect to the neutrino beam,

θµK is the angle between the outgoing kaon and muon, and mK is the kaon mass.

The |t| distributions for data and simulation are shown in Fig. 8.9. The signal

simulation is normalized to the best-fit extracted from data. For simulated coher-

ent events, 77% have reconstructed |t| < 0.1 GeV2 and 94% have reconstructed

|t| < 0.2 GeV2. In simulated signal events where the kaon energy is underestimated,

|t| is overestimated. Typically this is due to a K+ inelastic interaction in the de-

tector, especially when neutrons carry a large fraction of the available energy. The

shape in |t| for background events is due to available phase space; according to the

simulation 83% of background events have |t| > 0.2 GeV2. The |t| residual is shown

in Figure 8.3.

The background prediction is constrained by a sideband of events with recon-

structed |t| between 0.2 and 1.8 GeV2. In the simulation, 99.5% of the events in

this region are backgrounds. Prior to the background tuning, the simulation over-

predicts the background rate, with a total prediction of 23.5 events compared to 13

observed in data. We scale the simulated background by a factor of 0.55 at all |t|.

The kaon energy distributions in simulated background events in the sideband and

signal region were studied and found to be consistent.
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Figure 8.3: Reconstructed - true |t| for selected coherentK+ events in the simulation.
The tail where |t| is overestimated is typically due to K+ interactions in the detector
where the visible energy is much less than the true K+ energy.

Events that satisfy 20 < Evtx < 60 MeV typically have exactly two charged parti-

cles emerging from the neutrino interaction point, one µ− and one K+. Background

events that pass this cut may also have neutral particles that are not observed in-

side the vertex region. The largest single background is νµn → µ−K+Λ followed

by Λ → nπ0. Low vertex energy events are visually scanned with Arachne [114]

to remove events with an electromagnetic shower which clearly points back to the

neutrino interaction point. The shower is due to the pair conversion of a photon

from the decay π0 → γγ. Examples of low vertex energy events with and without

showers are shown in Fig. 8.5. Events are rejected only if the direction of the shower
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Figure 8.4: (a) The distribution of vertex energy before sideband tuning. The signal
simulation is enhanced by a factor of 5. (b) The distribution of |t| after selection on
vertex energy and tuning of the background components, but before the removal of
events with prompt π0s. In both figures, data points have statistical uncertainties
only.

Low Evtx, |t| < 1.8 |t| < 0.2 No π0 (scan)

Best-fit signal 4.05 3.80 3.77
∆S = 0 8.88± 2.58 2.16± 0.65 0.58± 0.20
∆S = 1 incoherent 3.34± 0.97 0.87± 0.26 0.69± 0.21
K+ in detector 2.90± 0.84 0.78± 0.23 0.36± 0.12
No K+ 1.89± 0.55 0.30± 0.09 0.14± 0.05
Total sim. bkg. 17.01± 4.94 4.11± 1.20 1.77± 0.53
Data 21 8 6

Table 8.1: Counts for events with one µ− and one K+ candidate after each step in the
coherent selection. The 20 < Evtx < 60 MeV cut is applied for all categories. These
numbers include the scale factor of 0.55± 0.15 derived from the high-|t| sideband.
The signal is scaled to the best-fit of the unbinned likelihood fit described in the text.
Backgrounds due to “K+ in detector” arise when π+ or K0 interact and produce
K+.
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Figure 8.5: (a) An event candidate in the data that is not rejected in the scan as
having a π0 candidate, compared to (b) an event that is rejected. The rejected
event clearly has a photon candidate, the widest angle track in the displayed view
that is detached from the neutrino interaction point and points back to the µ−K+

vertex and not to a point of an inelastic interaction along the K+ track. In this
event display of hits in the vertically oriented scintillator strips of the detector, the
neutrino beam enters from the left, and the tracks that exit out the right of the
detector are µ−.

can be determined in order to avoid removing events where the K+ interacts inside

the detector and produces a π0 or photon.

Scanning samples contained a mixture of simulated signal and background, and
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data events such that the scanner had no knowledge of whether any given event was

from data or simulation. After scanning, 99% of signal events are accepted. The

small inefficiency is due to π0 produced by K+ interactions very near the neutrino

interaction point. Only 27% of ∆S = 0 background events are accepted, along with

80% of ∆S = 1 and 46% of other backgrounds. At low vertex energy, ∆S = 1 events

are dominated by νµn → µ−K+n. These events are rejected when the products of

a neutron interaction in the detector point back to the neutrino interaction point.

More often, the neutron interaction produces a low-energy proton for which a direc-

tion cannot be determined, and the event is accepted, leading to the relatively high

acceptance for ∆S = 1 backgrounds. The scan acceptance is consistent with no

|t| dependence. Two independent scanners agreed on signal efficiency, but differed

on ∆S = 0 background efficiencies. However, the differences applied to both data

and simulation, and in the end, the two scan results give the same sensitivity to a

coherent K+ signal.

8.3 Results

There are roughly equal numbers of free protons and carbon nuclei in the MINERvA

detector, so signal events could originate from diffractive production of K+ from

the free protons, νµp→ µ−K+p, which would also produce K+ at low |t|. However,

many of these events would fail our selections because this reaction would produce

ionization from the recoiling proton, which is much lighter than the carbon nucleus.

In the limit EK � Tp, |t| > (
m2
µ
EK
Eµ

+m2
K

2EK
)2 and in the further limit Eµ �

Ekm
2
µ

m2
K

, both

of which are excellent approximations for events we accept, |t| > m4
K

4E2
K

=
m4
K

4(mK+TK)2
.

Since Tp = |t|/2mp, this results in a minimum 40 MeV proton recoil energy at the
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vertex for a typical TK of 400 MeV. When combined with the K+ and µ− tracks

this event will fail the vertex energy selection. This, plus the expected lower cross

section for the production from free protons argues that low |t| signal candidates

are most likely coherent production from carbon. Two analyses are performed to

quantify the coherent signal.

8.3.1 Cut-based analysis

In the first analysis, a cut in |t| is selected based on the expected shapes for signal

and background in |t| to optimize sensitivity to a small signal over the predicted

background. A blind study was performed to to optimize the |t| cut, and the cut

value was determined to be |t| < 0.1 GeV2.

To determine a p-value, pseudoexperiments are thrown. In each pseudoexper-

iment, a mean number of background events is calculated. Then, the number of

events in that pseudoexperiment is taken from a Poisson distribution with that

mean. The p-value for the null (background-only) hypothesis is the fraction of the

pseudoexperiments in which the number of events is equal to or greater than the

number observed in data.

The mean number of background events is obtained by throwing four random

scale factors, and multiplying the product of those factors by the Monte Carlo

prediction for the number of background events in the signal region. The first scale

factor is the high-|t| sideband constraint, equal to the number of data events in

the sideband divided by the Monte Carlo prediction. The number of data events

in the sideband is Poisson-fluctuated, with mean of the 13 events observed. The

second scale factor is due to the statistical uncertainty on the probability to reject

an event in the π0 scan. For each of the four categories in Table 8.1, a binomial
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Figure 8.6: The distributions of background scale factors, and overall acceptance of
background events by the π0 scan.

distribution is constructed based on the number of events scanned. Figure 8.6 shows

the distribution of background scale factors and scan acceptance factors over many

pseudoexperiments.

Two additional systematics on the background rate are considered. First, the

8% uncertainty on the integrated flux is evaluated by scaling the background by a

random number in each pseudoexperiment, taken from a Gaussian with µ = 1.0

and σ = 0.08. Second, an uncertainty on the background shape in |t| is evaluated

by considering the ratio of the Monte Carlo prediction in the sideband region to

the signal region. The flux and cross section parameters are varied within their

uncertainties, and the resulting spread of 6.5% in the ratio is evaluated by a second

Gaussian-distributed scale factor.

The distribution of the mean number of background events in the signal region

shown in Figure 8.7a. The central value background prediction is 0.69±0.21 events.

In each pseudoexperiment, a random number of events is taken from a Poisson

distribution, where the mean is taken from the distribution in Figure 8.7a. The ex-

pected number of observed background events in many pseudoexperiments is shown
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Figure 8.7: (a) The mean number of background events in many pseudoexperiments.
(b) The distribution of the expected number of events in many pseudoexperiments.
Three events are observe in data.

in Figure 8.7b. Three events are observed in data, corresponding to a p-value for

the background-only hypothesis of 3.9%. The cut-based analysis excludes the null

hypothesis at 2.1 standard deviations.

8.3.2 Likelihood analysis

The second analysis is an unbinned maximum likelihood fit [5] to the signal can-

didates with |t| < 0.2 GeV2. The background shape is taken from simulation, and

the rate is fixed within uncertainties by the high-|t| sideband constraint. The signal

shape is also taken from simulation, and the only free parameter in the fit is the

expected number of signal events for |t| < 0.2 GeV2. The signal and background

templates used in the fit are shown in Figure 8.8.

An unbinned likelihood L is defined as a function of the number of signal events

µ:
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Figure 8.8: The distributions of background scale factors, and overall acceptance of
background events by the π0 scan.

L(µ) =
∏
data i

(B(ti) + Sµ(ti)) (8.4)

where Sµ(t) and B(t) are the probability density functions for signal and background,

respectively, from Figure 8.8, and the signal normalization is

∫ 0.2

0

Sµ(t)dt = µ. (8.5)

We define a ratio, R, of the likelihood of the null hypothesis (µ = 0) to the likelihood

at the best fit signal normalization µbest:

R =
L(0)

L(µbest)
. (8.6)

Figure 8.9 shows the distribution of |t| for these candidate events. The integrated

number of signal events from this fit is 4.00+2.80
−2.05 events, where the uncertainty is the

change to the number of signal events required to increase the quantity of twice the

log-likelihood by one unit. The log-likelihood ratio is shown as a function of the

number of coherent events in Fig. 8.9. We compare the ratio of likelihoods of the
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Figure 8.9: (Left) |t| for selected events after all selections, |t| < 0.2 GeV2 compared
to expected distributions for the signal and background. The normalization of the
background is fixed by tuning to the high-|t| sideband, while the normalization
of the signal is the output of the fit. The data follow the sum of the signal and
background. (Right) Twice the log of the ratio of the likelihood at best fit, Lbest, to
the likelihood, L, as a function of the estimated number of coherent events. This
quantity is determined by summing over the six data events and does not include
systematic uncertainties.

null hypothesis of zero signal events to the best fit of 4.00, and find a log-lieklihood

rato R of 7.24.

Pseudoexperiments are thrown in which the mean background rate is scaled in

the same was as in the cut-based analysis described in Section 8.3.1. A random num-

ber of background events for |t| < 0.2 GeV2 is chosen from a Poisson distribution,

and events are thrown based on the background template shape in Figure 8.8. The
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Figure 8.10: The log-likelihood ratio, R, for pseudoexperiments with zero coherent
K+ production. The observed value in data is 7.24.

unbinned likelihood fit is performed in each pseudoexperiment, and a best-fit number

of signal events is determined. The log-likelihood ratio, R, for many pseudoexperi-

ments is shown in Figure 8.10. The value observed in data of R = 7.24 corresponds

to a p-value of 0.3%, and a 3.0 standard deviation exclusion of the null hypothe-

sis. The integrated number of predicted background events with |t| < 0.2 GeV2 is

1.77 ± 0.53. Even without considering the shape, the observation of six events in

data disfavors the null hypothesis.

The number of observed events predicted on the (1.52±0.03)×1029 carbon nuclei

in the fiducial volume of the detector can be compared with a model prediction of

the cross section using information about the neutrino flux and the acceptance for
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Figure 8.11: The kaon kinetic energy distribution for all accepted events in the
|t| < 0.2 GeV2 signal region. Event numbers correspond to the same events in
Fig. 8.9. The vertical scale on the right side corresponds to the blue curve, which
represents the reconstruction efficiency as a function of true kaon kinetic energy.

coherent K+ events, where the latter is almost completely determined by the energy

of the final state kaon. The K+ kinetic energy distribution of selected events with

reconstructed |t| < 0.2 GeV2 is shown in Fig. 8.11. The six data events are more

energetic than what would be expected for background events alone.

Because of finite-mass effects at low energy, Q2 ≥ m2
µ

y
1−y and |t| ≥

(
Q2+m2

M

2yEν

)2

[140,

141]. The minimum |t| is higher for coherent K+ events than coherent π+ due to the

larger meson mass. The inelasticity y is EK/Eν in the limit of zero energy transfer

to the nucleus, and the minimum |t| is proportional to (2EK)−2. An event at low |t|
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Figure 8.12: True |t| and K+ kinetic energy for simulated coherent signal events.
The shape at low energy is due to the kinematic restriction on |t|.

and low EK is therefore unlikely to be coherent. The true |t| and K+ kinetic energy

in simulated signal events is shown in Figure 8.12. The K+ energy information is

not used in the extraction of the p-value of 0.3% for the background-only hypothesis.

In conclusion, coherent neutrino production of K+ on carbon nuclei has been

observed for the first time at 3σ significance by selecting events with a µ−K+ final

state, low momentum transfer to the nucleus, and no evidence of nuclear breakup.

This observation, not inconsistent with our rate estimate, provides a confirmation
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that the standard description of coherent meson production as arising from an off-

shell W boson converting in the vacuum to a pseudoscalar meson is correct.
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Chapter 9

Conclusion

The differential cross section results presented in Chapter 7 are the world’s most

precise measurements of charged- and neutral-current K+ meson production by

neutrinos. With 885 (201) reconstructed K+ events after subtracting backgrounds

in the charged-current (neutral-current) analysis, these results represent a significant

step forward over previous measurements in bubble chambers with a few 10s of events

total [66, 67, 68, 69, 70]. In addition, charged-current coherent K+ production by

neutrinos has been observed for the first time at 3.0σ significance.

These results are constraints to neutrino cross section models of K+ production

that are used to predict backgrounds in searches for the proton decay p → K+ν.

There are three important aspects of these models for proton decay searches:

1. The overall rate of NC K+ production by neutrinos,

2. The shape of the K+ energy distribution, and of the distribution of non-kp

energy,

3. The role of K+-nucleus final-state interactions, which affects the K+ energy
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Cross section χ2 (DoF) p-value Shape χ2 (DoF) p-value comment
CC dσ/dTK 8.1 (5) 0.15 3.5 (4) 0.48 genie ∼ 15% high
NC dσ/dTK 1.8 (5) 0.88 1.1 (4) 0.89
NC dσ/dEvis 7.3 (6) 0.29 6.1 (5) 0.29 softer Evis in data

Table 9.1: A summary of agreement between genie 2.8.4 and MINERvA data.

spectrum in p→ K+ν events.

The neutral-current results show good agreement with genie in the overall rate

of K+ production. The shape of dσ/dTK is also in good agreement. The spectrum in

Evis is softer in data than in genie, but is statistically consistent with the prediction.

These results serve as benchmarks for cross section models, which can then be used to

predict backgrounds from atmospheric neutrinos in p→ K+ν searches. A summary

of the agreement between genie and MINERvA data is shown in Table 9.1.

The shape of dσ/dTK in charged-current K+ production is sensitive to the same

final-state interactions as the K+ in a p → K+ν event. The agreement between

genie and our data is improved by the addition of inelastic scattering. The overall

rate is ∼ 15% below the prediction, indicating that the model could be improved

by either reducing the nucleon-level cross section, or perhaps by adding charge ex-

change, which would decrease the number of K+ that exit the nucleus. Our data are

not consistent with the prediction from NuWro, which illustrates the importance of

an improved low-W DIS model for K+ production. genie does not simulate K+

in FSI by pion reactions, which adds to the cross section at low TK in GiBUU [58].

However, no excess at low TK is observed in data, so the nucleon-level rate must

be decreased if this process is added to the FSI model to preserve agreement with

MINERvA.
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Appendix A

Covariance matrices

TK (MeV) (×10−80) 0 - 100 100 - 200 200 - 300 300 - 400 400 - 500
0 - 100 0.253 0.263 0.356 0.371 0.310

100 - 200 0.263 0.329 0.415 0.442 0.398
200 - 300 0.356 0.415 0.557 0.571 0.503
300 - 400 0.371 0.442 0.571 0.614 0.544
400 - 500 0.310 0.398 0.503 0.544 0.506

Table A.1: The covariance for the flux uncertainty for CC dσ/dTK .

TK (MeV) (×10−80) 0 - 100 100 - 200 200 - 300 300 - 400 400 - 500
0 - 100 0.347 0.367 0.405 0.192 0.040

100 - 200 0.367 0.694 0.673 0.425 0.248
200 - 300 0.405 0.673 1.050 0.814 0.728
300 - 400 0.192 0.425 0.814 1.248 1.395
400 - 500 0.040 0.248 0.728 1.395 2.042

Table A.2: The summed covariance for all systematic uncertainties except for the
flux for CC dσ/dTK . The largest of these are due to background modelling and K+

interactions in the detector.
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TK (MeV) (×1080) 0 - 100 100 - 200 200 - 300 300 - 400 400 - 500
0 - 100 0.693 0.023 -0.072 -0.042 -0.056

100 - 200 0.023 0.498 0.021 -0.070 -0.043
200 - 300 -0.072 0.021 0.669 -0.009 -0.083
300 - 400 -0.042 -0.070 -0.009 0.801 0.066
400 - 500 -0.056 -0.043 -0.083 0.066 0.755

Table A.3: The statistical covariance for CC dσ/dTK is nonzero due to the unfolding
procedure, which introduces small negative correlations in the statistical uncertainty
from bin to bin.

TK (MeV) (×1080) 100 - 200 200 - 300 300 - 400 400 - 500 500 - 600
100 - 200 0.036 0.034 0.019 0.024 0.027
200 - 300 0.034 0.036 0.020 0.025 0.029
300 - 400 0.019 0.020 0.014 0.015 0.016
400 - 500 0.024 0.025 0.015 0.022 0.021
500 - 600 0.027 0.029 0.016 0.021 0.030

Table A.4: The flux covariance matrix for NC dσ/dTK .

TK (MeV) (×1080) 100 - 200 200 - 300 300 - 400 400 - 500 500 - 600
100 - 200 0.121 0.059 0.022 -0.056 0.010
200 - 300 0.059 0.044 0.027 0.003 0.046
300 - 400 0.022 0.027 0.038 0.053 0.100
400 - 500 -0.056 0.003 0.053 0.210 0.300
500 - 600 0.010 0.046 0.100 0.300 0.621

Table A.5: The covariance matrix for NC dσ/dTK for all systematics other than
flux.

TK (MeV) (×1080) 100 - 200 200 - 300 300 - 400 400 - 500 500 - 600
100 - 200 0.360 0.008 -0.022 -0.052 -0.031
200 - 300 0.008 0.285 -0.005 -0.059 -0.049
300 - 400 -0.022 -0.005 0.226 0.012 -0.037
400 - 500 -0.052 -0.059 0.012 0.473 0.045
500 - 600 -0.031 -0.049 -0.037 0.045 0.857

Table A.6: The statistical covariance matrix for NC dσ/dTK .
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Evis (GeV) (×1082) 0.0 - 0.4 0.4 - 0.8 0.8 - 1.2 1.2 - 2.0 2.0 - 2.8 2.8 - 4.0
0.0 - 0.4 0.122 0.141 0.070 0.029 0.020 0.028
0.4 - 0.8 0.141 0.170 0.087 0.036 0.022 0.028
0.8 - 1.2 0.070 0.087 0.051 0.023 0.013 0.014
1.2 - 2.0 0.029 0.036 0.023 0.014 0.007 0.008
2.0 - 2.8 0.020 0.022 0.013 0.007 0.007 0.008
2.8 - 4.0 0.028 0.028 0.014 0.008 0.008 0.020

Table A.7: The flux covariance matrix for NC dσ/dEvis.

Evis (GeV) (×1082) 0.0 - 0.4 0.4 - 0.8 0.8 - 1.2 1.2 - 2.0 2.0 - 2.8 2.8 - 4.0
0.0 - 0.4 0.202 0.178 0.073 0.015 -0.011 0.018
0.4 - 0.8 0.178 0.209 0.138 0.086 0.036 0.068
0.8 - 1.2 0.073 0.138 0.174 0.160 0.101 0.128
1.2 - 2.0 0.015 0.086 0.160 0.187 0.137 0.171
2.0 - 2.8 -0.011 0.036 0.101 0.137 0.109 0.134
2.8 - 4.0 0.018 0.068 0.128 0.171 0.134 0.232

Table A.8: The covariance matrix for NC dσ/dEvis for all systematics other than
the flux.

Evis (GeV) (×1082) 0.0 - 0.4 0.4 - 0.8 0.8 - 1.2 1.2 - 2.0 2.0 - 2.8 2.8 - 4.0
0.0 - 0.4 0.821 0.361 -0.078 -0.133 -0.069 -0.046
0.4 - 0.8 0.361 0.600 0.283 0.033 -0.032 -0.084
0.8 - 1.2 -0.078 0.283 0.493 0.252 0.073 -0.025
1.2 - 2.0 -0.133 0.033 0.252 0.342 0.196 0.081
2.0 - 2.8 -0.069 -0.032 0.073 0.196 0.193 0.142
2.8 - 4.0 -0.046 -0.084 -0.025 0.081 0.142 0.614

Table A.9: The statistical covariance matrix for NC dσ/dEvis.
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